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HIGH RESOLUTION MEASUREMENTS of STRAINED DIFFUSION LAYER STRUCTURE
and EXTINCTION in TURBULENT FLOWS

AFOSR Grant No. 89-0541

Werner JLA. Dahm

Gus Dynamics Laboratories
Department of Aerospace Enguieering
The University of Michigan
Ann Arbor, MI 48109-2140

Summary/Cverview

The objective of this research program is to conduct a detailed experimental study the fine scale
structure of the molecular mixing process in turbulent shear flows. Such measurements have in the past
been difficult to obtain due in part 1o (i) the necessity of resuiving the finest molecular diffusion scales in
the flow, and (ii) the need for simultaneously determining all three components of the instantaneous scalar
gradient vector field. In the present program we are experimentally obtaining fully resolved three- and
four-dimensional, spatio-temporal, laser induced fluorescence imaging measurements of the conserved
scalar field §(x.t) from which the corresponding molecular mixing rate field (ReSc) V- VI(x,t) can be
determined. The resulting data volumes are numerically analyzed to directly determine details of the un-
derlying fine scale structure associated with the molecular mixing process in turbul=nt flows. This struc-
ture is used to develop an improved understanding of the chemical reaction and local extinction processes
in turbulent reacting flows. The combined results are yielding a clearer physical picture for the fine struc-
ture of the molecular mixing and chemical reaction processes in turbulent reacting flows.

Technical Discussion

A physically correct understanding of the processes by which molecular mixing and chemical re-
actions occur in turbulent shear flows is central to the development of techniques for enhancing the rates
of mixing and combustion in advanced airbreathing propulsion systems, and to the development of new
theoretical and computational methods for assessing the complex phenomena at work in turbulent reacting
flows. When the molecular mixing process is formulated in terms of a conserved scalar field {(x,t), the
associated scalar energy dissipation rate per unit mass (ReSc) 1V{ - V{(x.t) gives the local instantaneous
rate of molecular mixing throughout the flow. The equilibrium structure of chemical reactions occurring
within the flow can then be extracted from such fully-resolved simultaneous scalar and scalar dissipation
rate measurements in turbulent flows.

The present study involves four-dimensional scalar field measurements from which the true scalar
gradient field and its temporal evolution can be directly determined to yield previously unobtainable details
of the fine structure of mixing. Duiing the previous year the diagnostic technique for experimentally ob-
taining such measurements based on direct imaging of laser induced fluorescence in turbulent shear flows
was developed and a first set of measurements made. Recent work has focused on detailed analysis of re-
sults obtained. Each such four-dimensional spatio-temiporal data space consists of a temporal succession
of individual three-dimensional spatial data volumes, each comprised of up to 256 individual two-
dimensional spatial data planes, each of which consists of 256 x 256 individual data points. The spatial
separations between adjacent points are smaller than the local strain-limited molecular diffusion scale Ap
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in the scalar field. Similarly, the temporal separation between successive spatial data p"anes and between
successive spatial data volumes are smaller than the local strain-limited diffusion scale passage time Ap/u.
These resolution requirements place an upper limit on the Reynolds number (typically around 6,000) at
which such fully-resolved four-dimensional measurements can cur. ntly be obtained. The resulting con-
served scalar data are then simultaneously differentiable in all three spatial dimensions and in time, allow -
ing detailed investigation of the molecular mixing process in the turbulent flow.

The * ~chnique is based on fully-resolved high-speed acquisition of 8-bit successive planar imaging
measurements of the laser induced fluorescence from a conserved scalar in the turbulent flow. A collimat-
ed laser beam is swept by a pair of very low inertia galvanometric mirror scanners, whose timing is
slaved to the imaging airay, in a raster pattern through the scalar field. The fluorescence from each sweep
of the laser beam is imaged onto a photodiode array, driven by an externally generated clock producing
variable pixel data rates up te 11 MHz, corresponding to continuous acquisition of up to 142 such spatial
data planes per second. The fluorescence data from the array is then serially acquired through a pro-
grammable digital port interface, digitized to 8-bits digital resolution, and then ported into a 16 MB high-
speed dual-pcrted data buffer from which it is continuously written to a 3.1 GB high-speed parallel trans-
fer disk rank. The system achieves a sustained data throughput rate to the disks of up to 9.3 MB/sec.

In order to meet these resolution requirements the present measurements are obtained in the fully-
developed self-similar far field (x/d” = 230) of an axisymmetric turbulent jet at local outer scale Reynolds
numbers Reg = (ud/v) ranging from 3,000 - 6,000. However, the size of the image volume in the flow
is much smaller than the local outer scale § and is comparable to the local inner scale A, of the flow. Asa
result, when the data are normalized with the local inner flow scales " = A,, and u* = (v/A,), where A, ~
5-R e5“3’ 4 is the local strain-limited vorticity diffusion lengthscale, then provided the separation between
the local inner and outer tlow scales is sufficiently wide (i.e. Rey is high enough) the molecular mixing
process captured within this four-dimensional data space should be largely independent of the outer scale
Reynolds number and, moreover, of the outer scale variables and therefore also of the particular shear
flow. In this sense, the fine scale structure seen here is believed to be largely generic to Sc » 1 molecular
mixing in all turbulent shear flows and not merely specific to the particular measurement conditions.

Figure 1 shows the measured 8-bit conserved scalar field in three parallel spatiaily adjacent 256 x
256 data planes from the same data volume in a four-dimensional data space {(x,z). The color levels de -
note the local conserved scalar value {(x,t) at each point. Each data plane shown spans approximately
1/,7 of the local outer scale 3(x), and approximately 1.6 times the local inner scale A, (x), in each direc-
tion. The upper left frame in Figure 2 shows the true scalar energy dissipation rate field log, V{-VE(x,t)
obtained by direct differentiation of the data in the three adjacent scalar planes in Figure 4. Linear central
difference approximations have been used to evaluate the three components of the scalar gradient vector
field V{(x,t), with no explicit smoothing or filtering of the results. The 256 different color ievels denote
increasing values of the mixing rate. The remaining frames in Figure 2 show same spatial data plane but
from four temporally successive three-dimensional data volumes.

Fi . structure maps of the instantaneous scalar and scalar dissipation fields such as those in
Figures 1 and 2 clearly show that essentially all of the molecular mixing occurs in thin laminar sheet-like
layers. Both isolated and interacting layers can be seen. The internal structure of the molecular mixing
within these layers can also be examined from our measurements, and confirms that strain-limited solu-
tions of the Burgers and Townsend form give a remarkably accurate description of the true scalar energy
dissipation profiles within these layers. This has significant implications for the understanding of the
mixing and chemical reaction processes in turbulent reacting flows, as well as for their theoretical descrip-
tion and numerical modeling.
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The measured conserved scalar field {(x.1) in three typical suco2ssive 256 + 236 -panal
data planes from a measured four-dimensional data space. The 236 different colors
denote the local conserved scalar value at each data point. The three planes are shown in
order of increasing z in the clockwise direction, beginning at the upper left. Each data
plane spans approximately !/, of the lecal outer scale 8, or approximately 1.6 times the
.ocal ianer scale A, in both directions. The time evolution of the true scalar enerzy
dissipation rate field VZ-VZ(x.0), obtained by differentiation of these data in all three
spatial directions, is shown in Fig. 2.
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(y/A,)

0.3 1.6

(XA,

The_time evolution of the loganthm of the scalar energy dissipation rate ficid
{og, V. VE(x.1) in a typical spatial data plane. The upper left frame is obtained by direct
ditferentiation of the conserved scalar data in the three adjacent data planes shown in Fig.
| using linear central differences. The 256 different colors give the logarithm of the iocal
instantaneous mixing rate in the flow. The additional frames show the same data plane
from four temporally successive three-dimensional spatial data volumes. Time increases
in the clockwise direction beginning at the upper left. Note the fine structure of the
molecular mixing process as a collection of sheet-like strained laminar diffusion lavers.
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TWO- AND THREE-DIMENSIONAL MEASUREMENTS IN FLAMES
AFOSR Grant No. 91-0150
Marshall B. Long (Co-Principal Investigator)

Yale University
Department of Mechanical Engineering and Center for Laser Diagnostics
New Haven, Connecticut 06520-2157

SUMMARY/OVERVIEW

Our work concentrates on the development and application of laser diagnostic
techniques for studying turbulent reacting flows. Because of the importance of spatial
information in understanding the interaction between turbulence and chemistry,
measurement techniques capable of mapping scalars in two and three dimensions have
been developed. In the current phase of our work, we are seeking to augment the
information provided by these multidimensional scalar measurements by adding
simultaneous velocity imaging.

TECHNICAL DISCUSSION

During the initial period of this research grant, specific areas of progress include
the following:

1, Digital Particle Image Velocimeuy

Over the past several years, particle image velocimetry (PIV) has been established
as a viable means for making quanutanvc measurements of two velocity components
within a plane intersecting a flow.! The technique is based on recording images of a
seeded flow illuminated by a multiple-pulsed laser sheet. Two components of the velocity
are determined from the separation of the particle images and the known time between
laser pulses. In most work done to date, photographic film is used to record the images
because of its high spatial resolution. In the last few years, however, electronic imaging
devices with higher spatial resolution have become available. We have investigated the
use of a cooled 2048 x 2048 pixel CCD detector for recording PIV data.

There are several advantages to the use of electronic imaging for PIV. Probably
the most significant is the elimination of the need for photographic processing of the film.
Since the images are available in nearly real time, optimization of the focusing, temporal
separation of the laser pulses, and illumination sheet intensity is possible. Additional
advantages of using cooled CCD arrays relate to their linearity and large dynamic range.
This capability may permit the determination of the third velocity component or the
resolution of the directional ambiguity in PIV.
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Experimentally, the use of a cooled CCD array for digital PIV is quite
straightforward. The second or third harmonic of a double-pulsed Nd-YAG laser is
formed into an illumination sheet that intersects the flow. The laser pulse separation can
be varied between 40 and 200 psec, and is selected according to the mean flow velocity.
The scattered light is imaged onto the CCD detector with the optical axis of the collection
lenses oriented normal to the illumination sheet. Figure 1 shows the particle image pairs
recorded by the CCD with the processed velocity vectors superposed on the raw data. A
paper describing the use of cooled CCD detectors for digital PIV will be submitted for
publication.2

2 Simul locity and scalar imai

Another advantage of the digital PIV described above is its compatibility with
previously developed scalar imaging techniques. In an initial set of experiments, laser-
induced biacetyl fluorescence has been combined with digital PIV to allow simultaneous
measurement of the nozzle gas concentration and the velocity field in a turbulent
nonreacting jet. Figure 2 shows the nozzle gas concentration field with the processed
velocity field superposed on it. The nozzle gas was seeded with biacetyl as a marker, and
both the nozzle gas and the coflow were seeded with submicron-sized aerosols for the PIV
measurements. The third harmonic of a Nd: YAG laser (355nm) excited biacetyl
fluorescence at 470 nm, which was imaged onto a 384 x 576 pixel CCD detector through
an interference filter. The Lorenz-Mie scattering from the aerosols was imaged onto the
2048 x 2048 element CCD for the velocity measurement.

Preliminary experiments are now being done to extend the velocity and scalar
imaging work to reacting flows. In our initial experiments, biacetyl fluorescence and
digital PIV will be used to map the unburned gas concentration and the velocity in a
turbulent premixed jet flame. Simultaneous concentration and velocity data in flames will
show the positon of the flame front as well as the velocity of the gasses through the flame
front. These data should be useful for studying extinction and for understanding the
coupling between the turbulence and the chemical reactions.

REFERENCES

1. D.L. Reuss, R.J. Adrian, C.C. Landreth, D.T. French, and T.D. Fansler,
"Instantaneous Planar Measurements of Velocity and Large-Scale Vorticity and
Strain Rate in an Engine Using Particle-Image Velocimetry,” SAE Paper 890616,
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YAGQG laser are

recorded on a 2048 x 2048 pixel cooled CCD camera. For each 128 x 128 pixel

micron particles. The

pulsed Nd-

duration between the laser pulses, the velocities can be found. The imaged region was
1.6 x 1.6 nozzle diameters and was centered 5 nozzle dimeters downstream from the

region, the average particle displacement during the time between the laser pulses is
found by applying successive Fourier transforms to the data. By knowing the tme

6 mm nozzle exit. The jet was a gas phase flow seeded with sub-

overlay. The images of particles illuminated by a double
jet exit velocity was 3 my/s.

Fig. 1 Data obtained in a PIV experiment with the resultant velocity vectors shown as an
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the biacetyl fluorescence at 470 nm was recorded by a 384 x 576 pixel CCD camera. The

concentration field is 2.5 x 3.8 nozzle diameters centered 5.1 nozzle diameters

at 355 nm was recorded by the high resolution detector for the velocity measurement while
downstream.

Fig. 2 A measurement of the nozzle gas concentration overlayed with the velocity field from Fig.
1. The concentration measurement was made simultaneously with the PIV measurement
by using the third harmonic of an Nd-YAG laser. Lorenz-Mie scattering from the particles
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FLAME-TURBULENCE INTERACTIONS

(AFOSR Grant No. AFOSR-90-0025)
Principal Investigato,: Domenic A. Santavicca

Department of Mechanical Fngineering
Propuision Engineering Research Center
Penn State University
University Park, PA 16802

SUMMARY/OVERVIEW

The objective of this research is to obtain an improved understanding of flame-turbulence
interactions in premixed turbulent flames. Experiments are conducted in a one-dimensional,
freely propagating turbulent flame configuration and a single vortex-laminar flame configuration.
LDYV and PIV are used to characterize the velocity field and two-dimensional lase~ indnced
fluorescence is used to characterize the flame structure. Of specific interest is the fractal nature
of the flame structure, the effect of strain and preferential diffusion on flame propagation and
extinction, and the mechanisms of flame generated turbulence. Such information is of critical
importance to the formulation and validation of improved turbulent combustion models and will
lead to a better understanding of the factors which determine the mass burning rate and flame-out

limits of real combustors.

TECHNICAL DISCUSSION

Flame Generated Turbulence: Using a one-dimensional, freely propagating flame configuration
measurements of the turbulence properties across premixed turbulent flames have been made at
turbulence Reynolds numbers as large as 650. The observed changes in the turbulence field across
the flame front are quite pronounced. The turbulence intensity is enhanced significantly, with
most of the increase occurring in the velocity component normal to the mean flame front. This
resuits in a large degree of anisotropy behind the flame. Distinct shifts are observed in the
spectral distribution, again with the normal and parallel components behaving differently. With
the possible exception of the turbulence time scale, all of the changes are sensitive to the upstream
turbulence levels. The magnitude of turbulence production also depends on heat release,
Interpretation of these results with respect to the various mechanisms of turbulence generation
clearly indicates the importance of baroclinic ef t;ects as a source of turbulence production,

Flame Cyrvature and Orientation: The one-dimensional, freely propagating flame configuration
is also used to study the effect of turbulence on turbulent flame structure. Measurements of
flamelet curvature and orientation have been obtained from OH planar laser-induced fluorescence

images of the flame boundary by applying a curve-tracing difference formula with interval length
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of the order of the inner cutoff scale. Use of this particular interval length is essential for
accurate tracing of the flame boundary with implicit filtering of extraneous noise that can
introduce significant errors in the curvature measurements. The distributions of flamelet
curvature are found to be symmetric with respect to the zero mean (Figure 1), while the variance
increases with increasing u'/S,. These distributions can be approximated by Gaussian distribution
functions. The positive and negative mean curvatures show a nearly square-root dependence on

u /S, whereas the mean flamelet radius of curvature is approximately a factor of two larger than
the Taylor scale of turbulence in the approach flow. The effect of Lewis number on flamelet
curvature is evidenced by a 20% increase in mean curvature which is attributed to unstable flame
fronts at Lewis number less than unity. The evolution of flamelet orientation with increasing

u /S, shows a trend toward isotropy, which is estimated to prevail when u’' becomes an order of
magnitude larger than §;. For unstable flame fronts (Le<1), flamelets are more randomly oriented
and thus isotropy may be achieved for somewhat smaller ratio of u'/S,.

Inner Cutoff: Our previous work regarding the fractal nature of premixed turbulent flames has
primarily dealt with the fractal dimension of the flame surface and its variation with the
turbulence and flame properties. Characterization of the flame area, however, also requires
knowledge of the so-called inner and outer cutoffs. Experiments have shown the outer cutoff to
be of the order of the integral scale of turbulence, but there is little consensus regarding an
appropriate value for the inner cutoff or smallest scale of flame wrinkling. In this study flame
structure measurements were made using planar laser induced OH fluorescence in order to achieve
sufficient spatial resolution to allow determination of the inner cutoff. Inner cutoff measurements
have been made at values of u’'/S, from 1.0 to 6.0 for both diffusionally stable and unstable
conditions. These measurements have been compared to the various inner cutoff estimates which
have been proposed, including a modified Gibson scale that we have proposed which accounts for
intermittency effects (Figure 2).

Flame-Vortex Interaction: The experimental apparatus which is being used to study flame-vortex
interactions is illustrated schematically in Figure 3. The laminar test section is operated with
premixed propane and air at 1 atmosphere and 300 K. The optically accessible test section is 10
cm x 10 cm in cross-section and 350 cm in length. The upper rod is used to stabilize a laminar V-
flame and the lower rod produces individual vortices, in the form of a vortex street, which
interact with the laminar flame front. By varying the approach flow velocity and equivalence
ratio and the diameter and location of the vortex generating rod, it is possible to change the
relevant parameters, i.e. the laminar flame speed, the laminar flame thickness, the vortex diameter
and the vortex strength.

The measurement techniques which are being employed to characterize the flame-vortex
interaction are all two-dimensional techniques which take advantage of the inherit two-
dimensionality of this expefimental configuration. These techniques include particle imaging
velocimetry (PIV) and planar laser induced fluorescence (PLIF).
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The PIV tecnoique provides a measurement of two velocity components over a plane at a
given instant of time and therefore measures not only the local velocity but also provides
characterization of the structure of the velocity field. The PLIF technique is being used to obtain
two-dimensional measurements of the gas temperature and composition using OH and CH
fluorescence. OH PLIF is used to measure either the gas temperature or the OH concentration
profile. The OH concentration is used to define the flame boundary, while the OH gas
temperature and the CH concentration measurements are used to define the local reaction zone
thickness. To date, OH PLIF measurements have been made using a temperature intensitive
excitation scheme to obtain images of the flame boundary. Typical results are shown in Figure 4,
where the OH fluorescence signal strength is shown (white corresponds to maximum OH
concentration). Figure 4 shows results for three different gas velocities and three different size
vortex rods. The case with no vortex rod is also shown for comparison. As expected, larger
vortices, i.e. generated by - larger rod, produce larger "wrinkles” in the flame front. It is also
apparent that the degree of flame front wrinkling increases with increasing vortex strength, i.e.
greater gas velocity in this case. A systematic study of the relationship between the scale and
curvature of the flame front "wrinkle" and the strength and size of the vortices is in progress. In
addition, the experimental procedures for the PLIF OH thermometry and CH measurements are
under development.
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MAPPING CLOSURES FOR TURBULENCE COMBUSTION
AFOSR Grant No. 91-0184
Principal Investigator: Stephen B. Pope

Sibley School of Mechanical and Aerospace Engineering
Cornell University
Ithaca, New York 14853-7501

SUMMARY/OVERVIEW:

An important ingredient of the turbulent-combustion problem is the coupling between
reaction and molecular diffusion, dominantly on the smallest scales. Perhaps the simplest
statistical description that can represent the basic phenomena is the joint pdf of a scalar and its
gradient. In the evolution equation for this joint pdf, the principal modelling challenge is
associated with molecular diffusion. In this project a mapping closure is being developed for this
joint pdf equation, using a combined theoretical and computatonal approach.

TECHNICAL DISCUSSION

Intr 100

A simple way to understand the theoretical problem of turbulent combustion is to consider
how (at a given point) the fluid composition changes with time. There are three processes that
cause this change: convection, reaction, and molecular diffusion. In pdf methods the first two of
these processes are treated exactly, while the third—molecular diffusion—has to be modelled.
Many other theoretical and experimental studies lead to the same conclusion: the major current
issue in turbulent combustion is to understand and model the effects of molecular diffusica.

The focus of this work is the joint pdf of composition and its gradient. The addition of the
composition gradient—compared to pdf methods currently in use—provides valuable information
on the microstructure of the composition field that is responsible for molecular diffusion. One
virtue of this approach is that it can reconcile flamelet and nonflamelet notions in both premixed
and diffusion flames (Pope 1990). For the joint pdt of composition and its gradient contains the
same information as the joint pdf of mixture fraction and its dissipation rate, that is the cornerstone
of flamelet models of diffusion flames (Peters 1984). Similarly. this joint pdf contains full
information on the surface-to-volume ratio, which is used in flamelet models for premixed
combustion.

A most promising recent advance is the development of mapping closures (Chen et al.
1989, Kraichnan 1990, Pope 1921, Gao 1991). This is a completely new formalism that yields
"constant-free” pdf closures. In its initial application to the marginal pdf of a scalar (Pope 1991)
the accuracy of the mapping closure has been remarkable. In this work, a mapping closure will be
developed for the joint pdf of a scalar and its gradient.

Approach

Mapping closure is a formalism rather than a model. Thus, if the formalism is successfully
applied to one problem, then it can readily be extended to all problems of the same type. The
principal closure problem is connected with the molecular diffusion term. If the formalism can be
developed for a simple diffusion problem, then it can be extended to others. The simplest
diffusion problem is the unsteady heat conduction equation with no velocity field and no source
term.
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To a large extent, mapping closures developed for two-dimensional problems can be
extended to the three-dimensional case of practical interest. Thus the initial objective of the
research is to develop a mapping closure for the 2D heat conduction equation with random initial
conditions.

Mappin

Mapping closures can be understood in terms of three different fields. The first is the
turbulent field o(x,t), which is the scalar evolving according to the 2D heat conduction equation

d = ['V2. (1)
ot

[n the staastcal closure, ¢(x,t) 1s not known in detail: all that is known is f(y, y;t)—the joint pdf of
o and Vol

The second field is the specified Gaussian field 68(z). Without loss of generality we take

<8>=0, <82>=1. Then all statistics of the field are determined by the spectrum of 8, which is (o
be specified.

The third field 1s the surrogate field ¢5(x,t). This is obtained as a mapping of the Gaussian
field:

08(x,t) = X(8(z,t),1), (2)

with
z = J(x,t1). (3)

The amplitude mapping X, and the deformation J are to be chosen so that ¢3 has the same joint pdf
as o.

The fundamental closure assumption is that (for each infinitesimal time increment) the joint
pdf of the turbulent field evolves identically to the joint pdf of the surrogate field. This is a
closure, since the surrogate field is known statistically in terms of the specified Gaussian field and
the known mappings X and J.

Current Status

There are several plausible ways to construct the mappings X and J. At present we are
performing a computational implementation of one mapping to explore its properties (including
existence!). The deformation J is specified to be volume preserving, so that it does not affect the
marginal pdf of amplitude. Thus the mapping X is the established amplitude mapping (Chen et al
1989).

The deformation is performed as an incompressible flow

t
Jx.y = [ u (x,5)ds. (4

-00
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The velocity field u(x,s) is specified by requiring that the associated strain-rate field change the
gradients IV$S! to match the conditional pdf of IVl

This work is in progress, and the success of the method has yet to be established.
Qutlook
The computational implementation of the mapping will be completed. Then, the closure
itself will be investigated computationally, by comparing the results to those obtained by DNS.
The closure will then be developed analytcally.
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VORTEX SIMULATION OF TURBULENT COMBUSTION
(AFOSR Grant No. 89-0491)
Principal Investigator: Ahmed F. Ghoniem

Department of Mechanical Enginecring
Massachusetts Institute of Technology
Cambridge, MA 02139

SUMMARY/OVERVIEW

The objectives of this work are the development of accurate and efficient numerical
methods for the simulation of the flowfield, mixing and burning rate in high Reynolds number
shear flows and the application of these methods to study flow-combustion interactions To avoid
numerical diffusion and ensure adapuvity, Lagrangian, grid-free methods are used to wansport the
vorticity and scalar gradients along particle trajectories. At moderate Damkohler numbers, the
chemical reacton is integrated within the transport elements. At high Damkohler numbers, flame
sheet models are utilized to facilitate the incorporation of complex kinetics. During this year, we
focused on the effect of variable density on the shear layer growth under unforced and forced
conditions, and analyzed ignition, burning enhancement and extinction of a strained flame in the
flamelet limit using an efficient model.

TECHNICAL REPORT

Spadal density gradients, even at the low Mach number limit, can influence the dynamics of
shear flow through the barolcinic torque resulting from the interaction between the density and
pressure gradients. At high Reynolds number, the pressure gradient reaches large values due to
the growth of the instability and the curvature of the streamlines. Depending on the sign of the
baroclinic term, it may enhance or diminish the vorticity leading to the continuous redistribution of
the vortcity field within the large structures, resulting in the formation of asymmetric structures
which impacts the entrainment levels and their proportions from both streams. The problem is
compounded by the coupling between the vorticity and the pressure gradients. We have performed
simulations of a spatially developing variable density shear layer under unforced and forced
conditions, using the ransport element method, to validate our schemes and develop some insight
into this problem [1]. The essential conclusions were checked by conducting some three-
dimensional simulations of a temporally growing layer with variable density [2].

For a shear layer with a velocity ratio of two, and with forcing provided oaly by the
asymmetric boundary conditions (a splitter plate on one side and an exit boundary on the other
side, 1.€. a free shear layer) we have performed simulations for density ratios ranging from 1/3 and
3 (slow stream to fast streamn density). The growth rate of the layer, defined by the slopes of the
lines at which the mean density deviates from the density difference between the two streams by
1%, increases with the density ratio. The growth rate is 30% higher when the density ratio is
changed from 1/3 to 3. The volumetric entrainment into the shear layer exhibited a strong
dependence on the density ratio as well. Relative to the case of a uniform-density layer, a non-
uniform density layer entrains (by volume) more from the low density fluid, with the time-average
ratio of low density to high density fluid within the shear layer changing from 0.65 to 2.0 as the
density ratio is flipped from 1/3 to 3. Both effects are consistent with the observation that the large
eddies move with respect to the mean velocity of .ae two streams, in the direction of the heavier
stream. Arguments based on vorticity generation are found to explain the physical origin of these
observations. The large eddies, while resembling a vortex monopole in the uniform density case,
acquire a vortex dipole form, pointing in the direction of the lighter stream in the variable density
case. The interactions between the dipoles and the mean flow and among themselves constitute the
origin of the physics exhibited by the results. All results were in quantitative agreement with
experimental results. A sample of these results are shown in figure 1.

In the case of a forced shear layer, some unexpected results were encountered. The trends
observed in the unforced case regarding the volumetric entrainment and eddy convection were
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confirmed, and the early growth of the layer agreed with the results of linear stability theory.
However, the trends of the growth rate vs. density ratio was drastically different form those seen
in the unforced case. In the forced layer, we found that for a momentum ratio less than one, the
growth rate decreases as the density ratio increases reaching a minimum around unity momentum
ratio. The opposite is true for momentum ratio larger than one. In both cases, the growth rate can
be substandally higher than in the unforced case for the same density ratdo. Inspection of the
vortex structures revealed that while in the early stages, and until the fundamental instability mode
saturates, the layer dynamics resembles that of the unforced layer, the later stages, when eddy
pairing is expected to be the dominant mechanism of growth, are different. Equal or nearly equal
momenta in the two streams suppresses the tendency of neighboring eddies to pz:- by equilibrating
their cross stream motion. On the other hand, substantially different momenta amplify the cross
stream interaction between neighboring eddies and accelerates pairing. Clearly, the momentum
rato is a critical parameter in determining the outcome of forcing a variable density shear layer.
Results of this study are summarized in figure 2.

Application of the transport element method to a reacting shear layer, documented in Ref
[2.3] shows that the structure of the reaction zone, when accurately resolved using several layers,
changes from a zone distributed over an area of a scale comparable to the vorticity scale to smaller
and thinner zones of a much smaller thickness. These simulations were conducted for Damkohler
number in the range of 0.1 - 10. Increasing the Damkohler number beyond 10 required an
excessively large number of transport elements to accurately resolve both the vorticity field and the
reaction zone. This prompted exploring an approach based, in principle, on an-inner-expansion-
outer-expansion formulation of the problem in which within each time step, computations of
different phenomena are conducted in different computational domains and then coupled using the
appropriate boundary conditions. In its simplest form, in which the coupling is weak, this
approach resembles a flame sheet formulation of the turbulent combustion problem. The coupling
proceeds in the same way as that described in the transport element method. The approach requires
an accurate and efficient solution of the flame structure with finite diffusion and chemical kinetcs.
Such method has been formulated using a series of coordinate transformations to produce a locally
adaptive grid for resolving the flame structure employing the smallest number of points possible.
The method has been applied to study strained flames, and some of the results are discussed next.

Figure 3 shows the effect of a constant strain rate on the ignition delay time and the steady
burning of a diffusion flame. Close to extinction, where the strain is ~ 6x10 s-1, the ignition
delay is a strong function of the strain rate. The ignition time increases with strain due to the heat
loss enhancement by the strain rate which maintains the temperature within the reaction zone low.
Close to extinction, the peak reaction rate before the steady state, and the steady reaction rate are
also independent of strain, while the ignition delay increases. Thus, if a strained flame is
extinguished, it may be unlikely to re-ignite if the strain rate remains higher longer than the ignition
delay at this particular strain. The peak steady-state temperature and the steady burning rate are
shown as functions of the strain rate in figure 4. Parametric studies show that while the shapes of
these curves are almost independent of the activation energy (almost a square root shape), the
critical strain of extinction decreases as the activation energy increases.

REFERENCES
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a reacting jet,” the 23rd Symposium (Int.) on Combustion, Proceedings in press.

3. Knio, O.M.,and Ghoniem, A.F., "Three-dimensional simulation of a reacting shear layer in the
limit of an isothermal reaction," to appear in the AIAA Journal, 1991.

4. Soteriou, M. and Ghoniem, A.F., "Ignition delay, burning enhancement and extinction in a
strained diffusion flame," to be submitted for publication.
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Figure 1. The top and bottom plots show the instantaneous location and relative-to-the-mean-
velocity of all vortex elements in the case of an unforced shear layer with velocity ratio of one-half
(bottom stream to top stream) for density ratio of one-third (top plot) and three (bottom plot). The
two plots in the middle show the vorticity contours of a particular eddy (marked) in both cases
where broken lines indicate positive vorticity.
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Figure 3. Effect of strain rate on burning history of a diffusion flame. The normalized activation

energy is 10, the pre-exponental factor is 4x 107, the normalized adiabatic flame temperature is 6,
and the mass equivalence ratio is one. The flame is ignited by a spark that lasts for one time step.
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Figure 4. Steady state burning rate and maximum temperature within reaction zone for the flame
shown in figure 3. Note the sudden extinction and the “"cool” burning branch of the curve.
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CHEMICAL KINETIC AND AERODYNAMIC STRUCTURES
OF FLAMES

(AFOSR Grant No. 89-0293)

Principal Investigator: Chung K. Law

Princeton University
Princeton, NJ 08544

SUMMARY/OVERVIEW:

The objective of the present program is to study the structure of laminar premixed and diffusion
flames through (a) non-intrusive experimental determination in reduced and elevated pressure
environments, (b) computational simulation using detailed flame and kinetic codes, and (c) asymptotic
analysis for the reduced mechanisms. During the reporting period (1) a theory has been proposed and
experimentally substantiated for the phenomenon of flammability limits, (2) the laminar flame speeds
of methane and the C,-hydrocarbons mixtures with O, and N, have been experimentally determined up
to 8 atmospheres, and (3) the laminar flame speeds of methanol/air mixtures have been determined
over extensive concentration ranges and its kinetics studied using data obtained from flames, flow and
static reactors, and shock tubes.

TECHNICAL DISCUSSIONS:

1. A Kinetic Criterion of Flammability Limits

While "flammability limit" has a long and prominent history in the description of combustion
phenomena, a clear and unique fundamental definition, which would also allow for its unambiguous
theoretical and experimental determination, has yet to be identified. As a consequence, the term
"flammability limit" has been widely and loosely applied to diverse situations of unsustainable
combustion, many of which represent only limits of flame extinction or failures of flame stabilization or
spreading under very specific burning situations. Clearly, if flammability limit is indeed a useful
fundamental concept, then a combustible fuel/oxidizer system can have only a lean limit and a rich
limit, which occur at two distinct concentrations. As such, these two flammability limits should be
unique physico-chemical properties of a combustible system, independent of such external influences as
conductive and convective heat losses, aerodynamic straining, gravity-related phenomena, and etc.
The extinction limits of this system, however, can span the entire concentration spectrum bounded by
the lean and rich flammability limits, and are dependent on the nature and intensity of the external
extinction mechanism(s) in operation for given burning situations.

In view of the above specifications, the configuration based on which flammability limit can be
usefully defined is the state at which steady propagation of the one-dimensional, planar premixed
flame in the doubly-infinite domain fails to be possible, as originally adopted by Spalding in his
attempt to define such a limit. The failure of propagation can be caused by several factors. The most
crucial and omnipresent process is the chain branching and termination mechanism. Thus, as the
flammability limit is approached, the continuous reduction of the flame temperature weakens the
temperature-sensitive branching reaction(s) relative to the termination reaction(s) which are in
general less temperature sensitive, and causes a slowdown in the overall reaction. While it is not clear
whether failure of flame propagation can be induced by this kinetic slowdown alone or additional loss
mechanisms are needed, it is reasonable to require that if they are indeed needed, then their influences
must be in such a way that the flammability limit can still be defined in terms of a mixture
concentration alone at a given ambient temperature and pressure, and is therefore insensitive to the
actual nature and magnitude of these loss mechanisms as long as they are present. It is conjectured that
the chain mechanism(s) will have weakened the reaction to such an extent at the flammability limit
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that the flame extinguishes when being perturbed by the various unavoidable loss mechanisms in the
system.

In the present study we have first experimentally determined the "flammability limits" of a
variety of mixtures, conforming as closely as possible to our definition of such a limit. We then propose
a criterion, which is based on the kinetic consideration of the sensitivity of the termination reaction to
the branching reaction, from which flammability limits can be determined from first principles. These
are briefly described in the following. In the present study we have also restricted to fuel/oxidizer
systems consisting only of the reactive elements of carbon, hydrogen, and oxygen.

The experimental methodology basically involves the establishment of two symmetrical,
planar, almost-adiabatic flames in a nozzle-generated configuration, and the determination of the
velocity profile along the centerline of the flow using LDV. The velocity gradient ahead of the the
local minimum point of the velocity profile is identified as a reference imposed strain rate K(¢)
experienced by the stretched flame, for the given fuel to air equivalence ratio ¢ of the mixture. By
continuously increasing the stretch rate, the flames will approach each other and extinction of the
flame ensemble will eventually occur at a distinct stretch rate K,,(¢). Thus by plotting K, versus ¢, for
sufficiently small values of K,,, a limiting concentration ¢* is obtained through linear extrapolation to
Kex=0; ¢* is then the flammability limit according to our definition. Figure 1 shows such a
determination.

In order to arrive at a rational criterion of flammability limits, we first computationally solve
the structure of an adiabatic one-dimensional planar flame with detailed reaction mechanism for a
given mixture concentration. From such a calculation the dominant branching and termination reactions
can be identified through sensitivity analysis. If we represent the net rate of the dominant branching
reaction by its maximum value wg, and the net rate of the corresponding termination reaction at the
location of the maximum branching reaction rate by wy (see Fig. 2), then the response of wpg to wt as the
reactant concentration varies can be expressed as

W ~ wp®)

It is clear that for a<1, wy responds to wg in either a gradual or decelerative manner. However, for
a>1 the response is accelerative. It is therefore reasonable to expect that at ¢* defined by

a(d*) =1,

the chain mechanism could become sufficiently sensitive to loss perturbations that the flame
extinguishes readily. We therefore propose that the mixture concentration ¢* at which the above
equality is satisfied can be identified as the flammability limit of the mixture. Figure 3 shows a plot
of o, termed the flammability exponent, as a function of the equivalence ratio for the 1 atm CH,/air
system.

Extensive experimental and theoretical determinations of the flammability limits have been
performed for the C-H-O system. The results are summarized in Table 1. The close agreements between
the experimental and calculated results are quite obvious, and are demonstrated in Fig. 4 in which the
experimental concentration limits (percent of fuel in the mixture, Q) are plotted against the calculated
concentration limits. Furthermore, the following insights on the properties of flammability limits
have been gained.

(a) The computed flame speeds assume finite values at the limits, implying that the limit
phenomenon is an abrupt one.

(b) H+O,; —» OH+O is the dominant branching reaction for all the lean and rich flammability limits
studied.

(¢) H+O2+M — HO,+M is the dominant termination reaction for all lean limits and the rich limits
of H,/air mixtures.

(d) CH4+H - CH;3+H, is the termination reaction for rich limits of CH,/air mixtures.

(e) The location of the maximum of the dominant termination reaction merges with the maximum of
the dominant branching reaction at the state of the flammability limit, indicating radical
scavenging attains its maximum efficiency at the limit.
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2. Determination of Laminar Flame Speeds

Extensive efforts have been expended at determining the laminar flame speeds of various
combustible mixtures using the counterflow technique developed under prior support by AFOSR. The
availability of accurate values of the laminar flame speed not only is essential for the modeling of
more complex combustion phenomena such as those related to turbulent flames, but they can also be used
in the development of chemical kinetic schemes in that a necessary condition for the validity of a
scheme is that its predicted flame speed should agree with the experimental value. During the
reporting period we have determined the laminar flame speeds of methane and the C,-hydrocarbons
mixtures with O, and N, up to 8 atmospheres. The laminar flame speeds of methanol/air mixtures
have also been determined for alternate fuels applications and for studies of the HO, kinetics. We are
currently analyzing these data.
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Table 1
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(R) [0.92CO+0.08H,]/[0.1130,+0.887N,]* 1.0  52.5(4.90) 1245 8.5 54.0(5.20)

2 Species coefficients represent mole fractions in fuel and/or oxidizer mixtures.
b Flammatility Lmit obtained by varying the nitrogen dilution for fixed ¢.
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RESEARCH ON SUPERSONIC TURBULENT REACTING FLOWS
(AFOSR Contract No. 90-0151)
Principal Investigators: C. T. Bowman, R. K. Hanson, M. G. Mungal, and W. C. Reynolds

Department of Mechanical Engineering
Stanford University
Stanford, CA 94305-3032

SUMMARY/OVERVIEW:

An experimental and computational investigation of supersonic combustion flows is being conducted
to gain a more fundamental understanding of mixing and chemical reaction in supersonic flows. The
research effort comprises three interrelated elements: (1) an experimental study of mixing and com-
bustion in a supersonic mixing layer; (2) development of laser-induced fluorescence techniques for
ime-resolved, two-dimensional imaging of species concentration, temperature and velocity; and (3)
numerical simulations of compressible reacting flows.

TECHNICAL DISCUSSION:

Experi Mixi | Reaction in S ic Flow

Experimental investigation of supersonic mixing continued during the past year. Planar laser-induced
fluorescence (PLIF) has been used to investigate the scalar mixing field for low and moderate com-
pressibility. In these experiments, NO is seeded at about 1500-3500 ppm into the low-speed stream
and acts as a passive scalar. The A-X(0,0) Q,(10.5) transition of NO is pumped at 226.160 nm with
broadband collection of the resulting fluorescence. Due to the quenching conditions and the chosen
pump line, the resulting fluorescence is proportional to the NO mole fraction.

Figure 1 shows a perspective view of the scalar mixing field in a small region of the flow extending
from 28 to 33 cm downstream of the splitter tip. The high levels (background) represent pure low-
speed fluid, the low levels (foreground) represents pure high-speed fluid, while intermediate levels
represent mixed fluid, to within the resolution of the measurement volume. The low compressibility
case shows NO mole fractions which tend to be uniform in the cross-stream direction and ramped in
the streamwise direction. The moderate compressibility case also shows streamwise ramps, but two
levels of NO mole fraction are often observed in the cross-stream direction. We also find consider-
able structure to structure variations. Further results are found in Ref. 1.

We have also found a possible mixing enhancement, Ref. 2, which is reported next. Figure 2(a)
shows the experimental arrangement whereby a disturbance that emanates from the sidewall is
allowed to interact with the layer at the splitter tip. This perturbation results in significant distortion
of the layer leading to increased mixing volume, as can be seen in a time-averaged view of the layer
shown in Fig. 2(b). Since a wave system is used to produce the layer perturbations, we conclude that
there is no analog in subsonic flow to the response seen here.

We recently have configured the supersonic flow facility for combustion tests. Specifically, the vitia-
tion air heater has been operated over a broad range of temperatures. Stagnation temperatures up
1800 K, needed to produce ignition in the mixing layer, have been achieved. A splitter tip has been
designed and fabricated for the combustion tests to provide convective Mach numbers which overlap
those used in the non-reacting flow experiments. A make-up oxygen flow system has been designed
for the high-speed vitiated air stream, and a hydrogen flow system for the low-speed stream has been
installed. Initial combustion tests will be conducted to establish the ignition envelope for the facility.
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(a) (b)

Fig. 1. PLIF images of NO mole fraction in the mixing layer. (a) M, = 0.28; (b) M, = 0.62.

(a) (b)

Fig.2. Effects of a single side-wall disturbance generator on the mixing layer.
(a) schematic diagram; (b) resulting flowfield perturbation when viewed upstream at

x=25cm. M, =028,

Development of Supersonic Flow Diagnostics

This research is aimed at establishing Planar Laser-Induced Fluorescence (PLIF) techniques tor
imaging in supersonic flows, particularly including various shock tube and tunnel flowfields and the
supersonic mixing layer facility at Stanford. Work during the past year has been in four areas: (1)
flow facility development; (2) flowfield code development; (3) PLIF imaging of shock-induced igni-
ton: and (4) PLIF imaging of supersonic jet mixing and combustion.

Recent facility development has been associated with our shock tube, Ref. 3. Primary projects have
included design and fabrication of a shock tunnel extension to the shock tube and a pulsed valve
assembly which enables study of transverse jets in supersonic cross-flow behind incident shock
waves. Both projects have been completed satisfactorily, although further refinements will be made
to improve performance during this next year.
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Work to assemble a computer code describing supersonic underexpanded free jetc “vith vibragonal
nonequilibrium has Leen caipicied, Ref. 4. This code, based on uic methud of characteristics, is
needed to design and interpret PLIF imaging experiments in high-speed, vibrationally relaxing flows.
This particular flowfield is attractive experimentally in that it is relatively easy to generate and it pro-
vides a stringent test of diagnostic strategies owing to the large range of flowfield parameters found in
the region between the jet exit plane and the Mach disc.

Experiments aimed at developing PLIF imaging concepts for studies of H,—O; ignition were com-
pleted and reported at the 23rd Combustion Symposium, R=f. 5. The approach taken was to monitor
OH production in the region adjacent to a shock tube end wall which had been modified to include a
shallow groove. The local nonuniformities in reflected shock properties caused by this disturbance
provide a trigger mechanism for ignition useful over a wide range from weak to strong ignition
events. These experiments revealed significant flow structure which would not have been observable
with conventional flow visualization schemes. Details of the work are available in Ref. 5.

Finally, our most recent work has been concerned with developing variants of PLIF suitable for study
of mixing and combustion of transverse jets in supersonic cross-flow, Ref. 6. Experiments were done
in a shock tube, using a pulsed valve assembly to introduce transverse Jets of either NO (a non-
reactive tracer for mixing studies) or H, (reactive case) into the hot, supersonic flow behind an inci-
dent shock wave. Example results for single-shot images acquired with two laser-sheet orientations,
in both the non-reacting and reacting cases, are shown in Fig. 3. The left-hand images reveal the
presence of unsteady large-scale structures in the mixing/combustion region downstream of a stable
barrel shock and Mach disc region. The right-hand images are for transverse illumination of the flow
at an axial location of x/D = 15. These images reveal significant three-dimensionality in the flow as
well as enhanced combustion in the boundary layer adjacent to the lower wall. Details are available
in Ref. 6.

x/D=15

Fig. 3. Single-shot PLIF images of
nonreacting (NO) and reacting
(OH) transverse jets in supersonic
crossflow: (a) side-view images;
(b) end-view images. Region

"'3‘ NO

| | x/D=15 imaged is 11x22 mm; firee stream
| ,'ﬂ.,,_ = conditions: M = 1.4, P = 0.4 atm,
i - T = 2100 K; jet parameters: P, =
; ¢ < OH { 3.4 atm, TO = 300 K,D =2 mm.
LS : o~
ili N ical Simulati

This phase of the program, under the direction of Prof. W. C. Reynolds, has two objectives: (1) to
provide guidance to the setup and interpretation of the experiments through a combination of stability
analysis and numerical simulations; (2) to provide guidance to turbulence modeling through direct
numerical simulations of turbulent flows. The numerical simulations are carried out at NASA/Ames
Research Center under the auspices of the Stanford/Ames Center for Turbulence Research.

The first work, reported by Sandham and Reynolds 1989, Ref. 7, involved stability analysis and ex-
tensive numerical simulations of the ume-developing compressible mixing layer. This work provided
the first hint that the non-reacting compressible mixing layer at convective Mach numbers M, above
about 0.6 would show increasing three-dimensionality with increasing M. This prompted a modifi-
cation of the experimental facility to allow visualization of the three-dimensionality, which was
indeed observed in the experiments of Clemens and Mungal, Ref. 8. More recent stability analysis by
Planche and Reynolds 1991, Ref. 9, showed that heat addition (chemical reaction) would tend to

35




restore the dominance of two-dimensional modes. Their simulations and stability analysis suggest
that the large-eddy structure in a reacting mixing layer will consist of ~ortices associated with two
sets of relatively independent parallel mixing layers, each arising from one of the two maxima of the
vorticity-density product that occurs on either side of the layer.

Planche and Reynolds, Ref. 9, introduce the concept of flame-convective Mach number M; to account
for differences in stagnation temperature of the two streams. Their stability analysis suggest that the
growth rate of a reacting layer at a given M, will be the same of that of a non-reacting layer at M_ =
M,, i.e. that M is the proper data correlation parameter for reacting mixing layers.

In a study just completed, Blaisdell, Mansour, and Reynolds, Ref. 10, conducted extensive numerical
simulations of homogeneous compressible turbulent shear flow. They found that this flow develops a
turbulence state that is independent of the initial field, with an rms Mach number of approximately
0.7. Isolated three-dimensional eddy shocklets observed between the legs of hairpin vortical struc-
tures were found to account for much of the increase in dissipation due to dilitation. Recent models
for the dilitation dissipation were well supported by these simulations, and new ideas for modeling
were suggested.

The reacting mixing layer simulations are very computer-intensive, and consequently these have been
moved from the Cray Y-MP to a hypercube parallel processor computer, where excellent performance
has been obtained. The future work on this project will focus on completion and analysis of repre-
sentative three-dimensional direct simulations of the time-developing reacting mixing layer, from
which we expect to learn a great deal about the detailed structure of such flows that will aid in plan-
ning and interpreting the experiments.
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SHOCK-INDUCED MIXING AND COMBUSTION IN A VORTEX

AFOSR Grant Nos. 89-0413 and 90-0188

Principal Investigator:

E. E. Zukoski
California Institute of Technology
Pasadena, California 91125

SUMMARY/OVERVIEW:

An experimental and computational study is being made of a novel technique to enhance
the mixing and combustion in a supersonic flow between a jet of hydrogen and a coflowing
stream of air. Impinging oblique shocks are used to produce streamwise vorticity at the
interface between the hydrogen jet and air. The vorticity produced in this interaction
causes rapid distortion of the interface and rapid mixing of the hydrogen and air. This
process is being studied experimentally in shock-tube and wind-tunnel facilities. Combus-
tion in this type of vortex is being studied in a burner where combustion is initiated in the
mixing layer between a premixed flow of fuel and air, and the hot products of combustion
contained in a recirculation zone produced by a rearward-facing step.

TECHNICAL DISCUSSION
1. SHOCK-INDUCED MIXING INVESTIGATION

During the past year we have been studying shock-induced mixing of helium jet with air in
supersonic flows, and combustion in a vortex produced at the interface between premixed
fuel-air mixture and burned products of that mixture. Under the support of another grant
we are also studying the application of the shock-induced mixing ideas to a fuel injector
for a hypersonic combustion system. The injector has been studied in tests carried out in
the high Reynolds number, Mach 6 wind tunnel at Langley Field, NASA.

Shock-Tube Experiments: Studies are being carried out in the shock tube because we
have shown that a two- dimensional transient flow gives an excellent picture of many of
the features of the three-dimensional steady interaction between a standing shock and the
steady flow of a hydrogen jet imbedded in air.

Experimental work in the shock tube has concentrated on understanding the mixing pro-
duced by the passage of a shock over a cylinder of helium whose axis is parallel to the shock
front. In the experiments discussed here the “cylinder” was a vertically directed laminar
jet of helium which was injected into the test section of a 43-cm shock tube. Shocks with
Mach numbers of 1.10 to 2.0 have been studied in the shock tube and the concentration
field by shock impingement on the jet is being observed by use of a Rayleigh scattering
technique. In each experiment, the distortion of the helium cylinder was recorded by an
enhanced video camera with an exposure time of about 0.7 microseconds. In the past
similar measurements were made with an picture of the observed made by measuring the
fluorescence radiation produced by the excitation of biacetyl dye by a pulse of laser light.
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The dye was mixed with the helium prior to its injection. We have abandoned this tech-
nique in favor of the Rayleigh scattering technique because of problems in interpretation
of the data due to the large differences between the diffusion coefficients of the dye and
helium gas.

This study is carried out by John Budzinski and the experimental parameters of interest
are the Mach number of the incident shock, the density ratio between the injected flow
and the surrounding air, the initial density gradient in the jet, the geometry of the jet,
and time after the interaction starts. We measure the geometry of the distorted jet, its
motion relative the ambient fluid, and the degree of mixing of the helium with the air.

We have shown that an accurate picture of the whole process can be assembled by taking
photographs of nominally identical experiments at different times after the start of the
interaction. The apparatus allows study of the flow for several milliseconds after shock
impingement and our primary aim is to develop an understanding of the scaling of the
interaction with initial size of the cylinder and the incident Mach number.

The Rayleigh scattering technique, applied by Budzinski, gives us a more detailed un-
derstanding of the structure of the mixing between the helium and the air than did the
biacetyl technique.

Given the success of this technique, we have abandc-«¢J the experiments in which the
helium was originally contained within a thin plastic cylinder and are now collecting dzta
concerning the effect on the mixing rate of changing the shock Mach number from 1.1 to
2.0, and the density ratio of the gases inside and outside the cylinder from 0.07 to 0.5. The
effects of a reflected shock on the mixing process will also be studied.

Wind Turnel Experiments: Studies are being carried out in a Mach 2.6 flow to
investigate the mixing produced by shear forces when a hydrogen jet imbedded in an
air stream passes through a shock wave. This process is not modeled in the shock-tube
experiments and may be important in real systems when substantial differences between
the velocities of hydrogen and air exist.

Dr. L. Hill and R. Moore are in the process of building a Mach 2.6, continuous-flow wind
tunnel, with a cross-section of 6.25 by 6 cm and a total pressure of one atmosphere, which
will allow the influence of shear to be examined experimentally. In the experiments, parallel
flows of air and a hydroegen jet will pass through an oblique shock and the resuiting mixing
processes will be measured with the Mie scattering technique. Scattering of a laser light
sheet by ice particles formed by condensation in the wind-tunnel nozzle will be the primary
experimental technique. The wind tunnel is substantially completed and we expect to start
our experimental investigation during the summer of 1991.

A fuel injection concept for hypersonic combustion systems, whose design was based on this
AFOSR Program, has been carried out in the high Reynolds number, Mach 6 wind tunnel
at Langley Field, NASA by Dr. Ian Waitz. The results of this program and comparison
with the work described here are described in the thesis by Waitz. We hope to be able test
this injection concept with the combustion of hydrogen injectant in the new T5 Facility
at Caltech. This facility, which was completed during the past year under the direction of
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Dr. Hans Hornung, will allow testing with combustion of hydrogen for several milliseconds
at a static pressure of 1/3 atmosphere, a total temperature of 10,000 K, and a Mach

number of 5.3.

Computational Program: The computations of shock-induced mixing have been car-
ried out with the a code supplied to us in two versions by J. Boris at NRL, Silver Springs
Maryland. The aim of these calculations is to give guidance for the selection of parameters
to be used in the experimental work, to allow us to determine approximately values of
parameters such as vorticity (which we can not measure in the experiments), and to help
in the development of scaling laws for the mixing process.

The computational program, carried out on the San Diego Cray XMP using time made
availahle by the NSF, has been completed and the results are available in the thesis by
Dr. Joe Yang. Calculations which have been completed include studies of the effect on
mixing of the initial gradients and distortions of the edge of the helium cylinder, the ratio
of cylinder diameter to duct height, the Mach number of the shock for the range 1.1 - 2.0,

. the density ratio between the cylinder fluid and ambient gas, the geometry of the cylinder,

anc the use of multiple cylinders arranged in several configurations.

Analysis of these computations has led vo the development of scaling procedures for pre-
diction of the circulation, rate of distortion, and velocity of the light gas relative to the
ambient gas, which are produced by the impinging shock as a function of the density ratio
and incident shock Mach number. Comparison with other computational results is good
and a comparison with experimental results is being carried out now.

A qualitative measure of mixing has been obtained by comparing the length of contours
of a fixed helium mass fraction.

2. COMBUSTION IN A VORTEX

In a practical application, the enhanced mixing technique described above involves the
generation of longitudinal vortices in the mixing layer between coflcwving hydrogen jets and
the ambient air stream. Combustion will occur at the interface between the hydrogen jets
and air as the vortices roll up and hence we have been interested in studying combustion in
a vortex. The flow being studied now is that procduced by vortices shed from a rearward-
facing step which forms the lower wall of a two-dimensional combustion chamber and
which acts as a flame holder for a premixed flow of fuel and air which passes over the
step. Combustion occurs in the mixing layer formed downstream of the step between the
unburnt fuel-air flow, which separates from the lip of the step, and products of combustion
which recirculate behind the step. For certain sets of values for the gas speed and fuel-air
ratio, a cornbustion instability develops which produces a regular shedding of vortices from
the lip of the step at frequencies which range between 180 to 530 Hz. '

T. Zsak studying the ccmbustion within these vortices with a variety of exnerimental tech-
' niques which include pressure measurements throughout the combustion system, hot-wire
velocity measurements in the cold gas at the flame holder lip, ionization probes inserted
into the hot gas downstreain of the il: me holder lip, shadowgraph photographs obtained
' with a high-speed movie camera, photographs of the intensity of chemiluminescence ob-
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tained with an enhanced video camera, and spark shadowgraph photographs of the density
field.

All of these signals can be obtained continuously and simultaneously except the last two
which can only be obtained at a rate of 30/second; in addition the shadowgraph and
photographs of the chemiluminescence must be separated by at least a 10-microsecond
time delay. We have been using a phase-locking technique with the shadowgraph and
video camera photographs to obtain data from many vortices and build up a composite
picture of the development of the combustion process.

In addition, we have been using a two-beam LDV to measure the velocity field of the flow
as a function of position and time. The phase-locking technique must be used here again
so that data taken at different positions and times can be correlated.

Using these techniques and continuous record of pressure, hot-wire measurements of the
cold gas speed at the flame holder lip, and ionization probe measurements at several
positions within the hot gas, we are now mapping the heat release pattern, as indicated by
the chemiluminescence, the density field from the shadowgraph photographs, and velocity
field in the vortex.

Results obtained with these techniques are being analyzed now to find the downstream
motion and rate of growth of the vortex, the delay time between vortex shedding and the
ignition of the upstream mixing layer, and the body of the vortex as a function of the
initial velocity and pressure perturbations, the mean flow speed, and the fuel-air ratios.

Our initial impressions that the ignition of the vortex is delayed several milliseconds after
the shedding process begins and that the rate of energy release grows rapidly after about
three milliseconds for a stoichiometric mixture have been confirmed. The data also suggest
that stretching of the interface between the hot products and the combustible mixture by
the rapid growth of the vortex may inhibit combustion at the interface.

PAPERS:

Marble, F. E., Zukoski, E. E., Hendricks, G. J. and Jacobs, J., “Shock Enhancement of
Supersonic Combustion Processes,” accepted for presentation at the 26th Joint Propulsion
Conference sponsored by the AIAA/SAE/ASME/ASEE.

Yang, J., “An Analytical and Computational Investigation of Shock-Induced Vortical Flows
with Applications to S'ipersonic Combustion,” PhD Thesis, California Institute of Tech-
nology, June 1961.

Waitz, 1., “An Investigation of Contoured Wall Injectors for Hypervelocity Mixing Aug-
mentation,” PhD Thesis, California Institute of Technology, June 1991.

Waicz, I., Marble, F. E., and Zukoski, E. E., “An Investigation of Contoured Wall Injectors
for Hypervelocity Mixing Augmentation,” accepted for presentation at the 27th Joint
Propulsion Conference sponsored by the AIAA/SAE/ASME/ASEE.
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CHEMICAL REACTIONS in TURBULENT MIXING FLOWS
AFOSR Grant 90-0304

P. E. Dimotakis, J. E. Broadwell and A. Leorard

Graduate Aeronautical Laboratories
California Institute of Technology
Pasadena, California 91125

Summary/Overview

The purpose of this research is to conduct fundamental investigations of turbulent
mixing. chemical reaction and combustion processes in turbulent, subsonic and supersonic
free shear flows. Our program is comprised of an experimental effort. an analytical and
modeling effort. a computational effort, and a diagnostics development and data-acquisition
effort, the latter as dictated by specific needs of our experiments. Qur approach is to
carry out a series of detailed theoretical and experimental studies primarily in two, well-
defined. fundamentally important flow fields: free shear layers and axisymmetric jets. The
investigations of turbulent jet mixing are co-sponsored by the Gas Research Institute. To
elucidate molecular transport effects, experiments and theory concern themselves with both
liquids and gases. The computational studies are, at present, focused at fundamental issues
pertaining to the computational simulation of both compressible and incompressible flows.

Technical discussion

Experimental investigations performed in the GALCIT Supersonic Shear Layer Facility
during the last year included:

1. Non-reacting flows from low to moderately high compressibility (0.09 < Mi;) <
0.96). These were designed to search for large scale structures and shock waves.
and to measure shear layer growth rates that could be compared to previous results
(Papamoschou & Roshko 1988, Chinzei et al. 1986, Clemens & Mungal 1990).

2. Reacting flows at medium to moderately high compressibility (Mi;) = 0.51.0.96).
which utilized H,/F;/NO chemistry, patterned after the incompressible experi-
ments of Mungal & Dimotakis (1984) and Hermanson & Dimotakis (1989). These
experiments were designed to make measurements of the molecular mixing rate in
supersonic shear layers.

3. Laser Rayleigh-scattering imaging experiments of non-reacting flows spanning the
range from low to moderately high compressibility (0.14 < Mf.;) < 0.96). These
experiments were designed to overcome the limitation of spanwise signal integra-
tion of the Schlieren imaging system which was used in the first two phases of the
program. These Rayleigh-scattering experiments imaged a thin slice of the shear
layer at the centerline location of the test section.
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The Laser Rayleigh-scattering experiments are in the process of being analyzed at this time.
The key results from the first two phases will be summarized below.

Figure 1 is a Schlieren photograph of a non-reacting He/Ar flow. This flow represents
the highest compressibility investigated thus far (Mﬁi) = 0.96). The shear layer is seen
to grow linearly and does not appear to be dominated by the large-scale, two-dimensional
structures found in incompressible shear layers. This absence of structure, in our experi-
ments, is gererally found even in the lower compressibility flows, a result that is somewhat
at variance with the results of Clemens & Mungal (1990). Also visible in Fig. 1 is a pat-
tern of shock and expansion waves in the low-speed fluid, created by shear layer structures
travelling at supersonic velocities with respect to the low-speed stream. The inferred con-
vection velocity of these structures is considerably higher than that predicted from the
standard isentropic model, but it is in accord with the convection velocity measurements
of Papamoschou (1989) and seems to be accounted for by a new theory for this behavior
{Dimotakis 1991).

Figure 2 is a plot of normalized growth rate data in which the current results are
compared to those of previous investigators. The agreement is seen to be good except for
a few cases at low compressibility. Our results suggest the existence of two branches at
‘11£ll) ~ 0.1, depending on whether the high-speed free stream is supersonic, or subsonic.
The reasons for this difference are not understood at the present time, but they do suggest
that the convective Mach number parameter Mﬁ;) does not scale all of the compressibility
effects in the planar shear layer.

In the reacting flow experiments, fast kinetics was achieved even in the highest com-
pressibility flow (MS) = 0.96) through the use of moderate concentrations (4%) of Ho and
F,. The fast chemistry regime enables us to conduct ‘flip’ experiments (c¢f. Mungal & Di-
motakis 1984. Koochesfahani & Dimotakis 1986) which vield estimates for the amount of
molecular mixing in the shear layer. Figure 3 shows three temperature profiles across the
shear layer for the Mi;) = 0.51 flip experiments. The profile shifts toward the lean reactant
in a manner similar to the incompressible experiments performed by Mungal & Dimotakis
{1984). etc. Analysis of these data yields the following estimates for the volume fraction of
molecularly mixed fluid within the shear layer:

bm (i) bm (i)

-5 = 0.40 , at M, =051, and 5 = 031, at M. =0.96.
These can be compared to the estimate §,, /8 ~ 0.49 for incompressible shear layers (Di-
motakis 1989). While some of the difference may be attributable to the higher Reynolds
numbers in these experiments, the inference to be drawn here is that compressibility de-
creases the molecular mixing in the shear layer.

These results are documented in a recently completed thesis (Hall 1991), which is
available upon request. In the next set of experiments, presently in progress. we have
increased the high speed stream Mach number to M; = 2.5.

A new high pressure combustion facility was built to investigate mixing and chemical

reactions in an axisymmetric, turbulent jet. F» and NO, both diluted with N,, were used
in the first experiments as reactants. The line-integrated temperature rise was measured
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by a set of long, thin, resistance wire thermometers stretched across the jet centerline at
16 downstream locations from z/dy = 30 to 240. Runs at several stoichiometric mixture
ratios ¢ for Reynolds numbers in the range 10* < Re < 1.5 x 10° were performed to
determine the dependence of flame length on Reynolds number. The Reynolds number was
varied through density. i.e., pressure, while the jet exit velocity and exit diameter were held
constant. The time-averaged line integral of temperature, measured along the transverse
axis of the jet by the wires, displays a logarithmic dependence on z/d* within the flame
zone, as had been conjectured. The line integral asymptotes to a constant value beyond the
flame tip, as predicted from scaling and similarity arguments for a momentum-dominated
jet.

The main result of the work is that the flame length. as estimated from the temperature
measurements, varies with Reynolds number. Specifically, the normalized flame length
L¢/d* displays a linear dependence on & with a slope that decreases up to Re ~ 2 x
10*, and is then constant to the highest Reynolds numbers investigated. Additionally.
the measurements revealed a “mixing virtual origin”, defined as the far-field flame length
extrapolated to © = 0, that increases up to Re ~ 2 x 10*, and then decreases to the
highest Reynolds numbers investigated. These results suggest that the mixing process is not
Reynolds number independent up to Re =~ 1.5x 10°. A separate set of experiments indicated
that the experiments above were momentum-dominated to the farthest measuring station
and that the kinetics of the chemical reactions were fast compared to the characteristic
mixing time. The transition from the momentum-dominated to the buoyancy-dominated
regime was identified in another set of experiments. Significantly, using a jet velocity in
excess of 60 m/s, the adiabatic flame temperature rise had to be less than 7K for buovancy
not to influence entrainment to the farthest station (z/d = 240) investigated. A separate
set of experiments investigated the dependence on Damkdhler number and established the
transition to the fast kinetics regime. A documentation of this work will be available as a
thesis in the near future (Gilbrech 1991).

In recent experiments in liquid phase jets, we reaffirmed that scalar fluctuation spectra
on the centerline of turbulent jets do not exhibit the k™! regime that had been predicted
by Batchelor (1959) at high wavenumbers, i.e., at small spatial scales. This is in agreement
with a recently appreciated argument, namely that such a spectrum power-law regime
does not possess the correct asymptotic behavior in the limit of high Schmidt numbers
(Dimotakis & Miller 1990). These experimental and theoretical findings have important
consequences in the context of turbulent mixing and combustion. They suggest that the
classical models for the strain rate field, at high Reynolds numbers and the smallest scales
where non-premixed combustion at fast kinetics is taking place, need to be reexamined. The
strain rate field. in turn, is responsible for such behavior as local extinction phenomena and
finite kinetic rate effects in general. It has to be mastered to the point where it can be
correctly described if reliable models of mixing and combustion are to be formulated.

In other experiments in liquid phase jets, we are examining the Reynolds number de-
pendence of the behavior of scalar fluctuations and, by comparison with recently completed
work in non-reacting, gas phase turbulent jet mixing (Dowling 1988, Dowling & Dimotakis
1990), also Schmidt number effects. Again, in the context of the interests of the AFOSR.
the emphasis here is not so much on liquid phase mixing as on the behavior of the strain
rate field at small scales. A first presentation of this work was made at a recent IUTAM
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Symposium (Miller & Dimotakis 1990) and will appear in a special supplement to the May
1991 issue of the Physics of Fluids A. A more complete documentation of this part of the
work will be available soon in the form of a Ph.D. thesis {Miller 1991).

Finally, we have made progress in our efforts to model non-premixed diffusion flames
in turbulent jets. The model, dubbed the Two-Stage Lagrangian Model, is based on ideas
proposed by Broadwell, Breidenthal, and Mungal in recent years (Broadwell & Breidenthal
1982; Broadwell 1987; Broadwell & Mungal 1988, 1990) and represents a joint development
between Caltech; SANDIA, Livermore; and R. Dibble, presently at Berkeley. G. Mungal.
at Stanford, has also participated in discussions that have contributed to this effort in the
last few vears. A recent progress report (Lutz et al. 1991) was made at the AIAA Aerospace
Sciences Meeting (Reno, Nevada). Among other things. progress was made this last year
in identifying the importance of buoyancy in the description and modeling of hydrocarhon
diffusion flames, as was also recognized in the experimental gas phase, chemically reacting
jet work described above.
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THEORIES OF TURBULENT COMBUSTION IN HIGH SPFED FLOWS
(AFOSR Grant No. 89-0310)

Principal Investigators: P.A. Libby and F.A. Williams
Department of Applied Mechanics and Engineering Sciences
University of California, San Diego, La Jolla, CA 92093-0310

SUMMARY/OVERVIEW

The objective of this research is to improve understanding of the chemical kinetics and fluid
dynamics of turbulent combustion in high-speed flows. Supersonic combustion in hydrogen-air
mixtures is being addressed by theoretical approaches that distinguish between reaction-sheet and
distributed-reaction regimes. The work seeks to identify effects of compressibility in turbulent
combustion, methods for including compressibility in theoretical analyses, and reduced chemical-
kinetic mechanisms appropriate for supersonic combustion. The results may help to eazhance
capabilities of reasonable computations of high-speed turbulent reacting flows.

TECHNICAL DISCUSSION

Research from a previous AFOSR grant, the publication of which is being supported by the
present grant, is listed as the initial references [1-3].

In new work, attention has been focused first on nonpremixed hydrogen-air combustion [4],
for flight between altitudes of 20 and 70 km and at Mach numbers from 1 to 25, with combustor
Mach numbers about 1/3 flight Mach numbers. The relevant Damkoéhler and Reynolds numbers
were estimated for this range of conditons and found to lie in the reaction-sheet regime.
Therefore, attention was focused on determining structures of hydrogen-air diffusion flamelets that
may be elements of the turbulent diffusion flames under these conditions, for counterflow flames at
pressures from 0.5 to 10 atmospheres and initial temperatures from 300 K to 1200 K. Numerical
integrations were performed for air-side strain rates from 60 s-! to extinction. The numerical
results were compared with predictions of an asymptotic analysis that involved reduction to one-
step chemistry through introduction of steady-state and partial-equilibrium approximations.
Reasonable agreement was found for concentrations in the main reaction zone at low strain rates
but not otherwise, thereby motivating the further reduced-mechanism studies discussed below.

The computations began with a 21-step mechanism but found 8 of the steps to be relatively
unimportant, so that a 13-step mechanism (among 8 species, Hy, O2, H, O, OH, HO?, H20 and
H20) was obtained. For counterflow hydrogen-air diffusion flames at normal atmospheric
pressure with feed streams at room temperature these computations gave an extinction strain rate of
8140 s—1, nearly twice the best experimental value available at the time. However, the experiments
involved jets that had not closely approximated the potential-flow boundary conditions of
theoretical computations. Subsequently, Pellett et al at NASA Langiey (AIAA Preprint 91-0370)
improved the experiment to match the boundary conditions of the theory better and obtained the
results shown by the open circles in Fig. 1, giving an extinction strain rate of 8250 s—1 for the pure
fuel, in excellent agreement with our prediction. We recently extended our calculations to diluted
fuels, obtaining the squares marked "theory” in Fig. 1. The agreement with experiment is seen to
remain excellent over the entire dilution range. For comparison, earlier computational results by
Dixon-Lewis (triangles) and recent computations by Isaac and Ho (diamonds) also are shown in
Fig. 1. The latter are in reasonable agreement with our results; differences are attributable mainly
to selection of different rate parameters for clementary steps.

Experimental results for counterflow axial velocity v; as a function of axial coordinate z will
depend appreciably on flow configuration, as may be inferred from Fig. 2, which applies to a
methane-air diffusion flame with plug-flow boundary conditions. These and other aspects of
flamelet models of turbulent flames have been discussed in a review [5] that soon will appear.
New theoretical analyses [6] have applied asymptotic methods for large Reynolds and Zel'dovich
numbers to predict displacement effects resulting from heat release in different counterflow
configurations. Figure 2 shows an illustrative result that indicates how a two-term outer expansion
improves agreement with experiment for the velocity profiles in the outer zones as well as for the
location zg of the stagnation plane. In this example the air-side strain rate of 540 s-! for the one-
term expansion is increased to 710 s=! for the two-term expansion, demonstrating the importance
of the displacement correction.
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Since peak combustor temperatures on the order of 3000 K are anticipated for some operating
conditions with hydrogen-air flames, questions arose concerning possible influences of nitrogen
chemistry on flame structure and extinction. We therefore augmented our chemical-kinetic scheme
to include nitrogen chemistry. Representative results shown in Fig. 3 demonstrate negligible
influences of nitrogen chemistry on flame structure and extinction. The largest effect was a
decrease in peak flame temperature by about 30 K when 10~3 ppm of NO was added to the air
stream. For these deveioped flames mtrogen chemisuy is unimportant; influences on ignition have
not vet been investigated.

Simpler kinetics are desirable to enable computations to be performed in more complex
configurations. For this re2son, the effect of deleting H2O2 from the system was investigated.
Figure 4 demonstrates the negligibie effect of H202 on temperatures and extinction for operating
conditions of interest. Further simplificatioa is provided by employing reduced chemical-kinetic
mechanisms. A four-step mechanism is obtained by imposing steady states for HO2 and H20,,
and a three-step mechanism results from further introducing an O-atom steady state. Some flame-
structure computations have now been completed with each of these reduced mechanisms. Figures
5-8 show results from the four-step mechanism for the dependence of peak temperature and of
hydrogen and oxygen mole fractions on the mixture fraction based on specific enthalpy. The
agreement with results of the full mechanism is seen to be good and to improve with increasing
strain rate, over the range of these figures. This suggests utility of reduced mechanisms. Of
greatest interest wiil be a two-step mechanism, obtained by postulating an OH steady state as well.
Work is proceeding towards flame-structure c.lculations with this two-step mechanism.

Further research towards ascertaining influences of kinetic energy, compressibility and high
Mach aumbers in high-speed combustion has identified an integral equation that can be used to
analyze compressible counterflows between parallel porous plates [7]. It was observed that this
same general type of formulation can describe rotational compressible flow in solid-propellant
rocket-motor ports, and therefore the corresponding analysis was developed [8], with applications
to choking in nozzleless rocket motors. These studies indicate general characteristics of
compressibility effects relevant to supersonic combustion. Future work is intended to address
influences of large pressure and temperature fluctuations on the combustion in high-speed flows.
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Fig. §

Fig. 6

The dependence of the temperature on the mixture fraction based on
the specific enthalpy for hydrogen-air diffusion flames at 1 atm and
300 K feed-stream temperatures, for full and four-step (reduced)
mechanisms, at an air-side strain rate of 60 s~ 1,

The dependence of the temperature on the mixuure fraction based on
the spezific enthalpy for hydrogen-air diffusion flames at 1 atm and
300 K feed-stream temperatures, for full and four-step (reduced)
mechanisms, at an air-side strain rate of 1500 s~ 1
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Fig. 7 The dependence of the hydrogen and oxygen mole fractions on the

Fig. 8

mixture fraction based on the specific enthalpy for hydrogen-air diffusion
flames at 1 atm and 300 K feed-stream temperatures, for full and four-
step (reduced) mechanisms, at an air-side strain rate of 60 s~ 1

Reduced

The dependence of the hydrogen and oxygen mole fractions on the
mixture fraction based on the specific enthalpy for hydrogen-air diffusion
flames at 1 atm and 300 K feed-stream temperatures, for full and four-step
(reduced) mechanisms, at an air-side strain rate of 1500 s~ 1.
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THE EFFECTS OF COMPRESSIBILITY ON A SUPERSONIC
MIXING LAYER

AFOQOSR Contract No. F49620-88-C-0003

Principal Investigator: David Nixon

Nielsen Engineering & Research, Inc.
510 Clyde Avenue
Mountain View, CA 94043-2287

OVERVIEW

The objective of the work is to identify the flow mechanisms that cause the decrease in
spreading rate of supersonic mixing layers as the convective Mach number increases and to
suggest means of enhancing the mixing. Two approaches have been taken, one numerical
and one analytic. A computer code, TMRC,! has been used to simulate both time and space
developing two-dimensional mixing layers to get some indication of the flow physics. In
addition, three-dimensional spatially developing mixing layers have been simulated. The
numerical studies indicate that some accuracy problems may exist in existing algorithms.
To complement the numerical study a simple analysw has been developed which explains
the variation of mixing rate with convective Mach number. The analysis seems to indicate
that little can be done to enhance mixing as such, although the real problem of simultaneous
mixing and combustion may be more amenable to control. The analysis® has been extended
to include heat release as a first step in this direction. The following discussion is concerned
with the numerical simulations; the initial analysis has been presented in earlier meetings.

TECHNICAL DISCUSSION

Numerical simulations of both time and space evolving mixing layers have been
performed. The code used is TMRC which is a fourth-order accurate code developed at
Nielsen Engineering & Research (NEAR) for impinging jet flows. These calculations were
performed to get some insight ~to two-dimensional mixing layers; a typical example of
such a calculation is shown in F: re 1. At present the numerical results are similar to those
obtained by other investigators.

Two- and three-dimensional numerical simulations of a compressible shear layer at a
convective Mach number of M, were calculated to investigate the hypothesis that three-
dimensionality was essential to maintaining mixing at high values of M.. This was believed
to be true because the explicit effects of compressibility, found so important in NEAR’s
theory of reduced mixing, would be relieved through allowance for spanwise flow. The
results of the simulation displayed in Figures 2 and 3 lend support to NEAR'’s belief in the
importance of three-dimensional flow. In Figure 2 spanwise vorticity contours, w,, are
plotted for two-(top) and three-(bottom) dimensional flow; in Figure 3, the layer growth
rates of the two simulations is plotted. As is apparent in both figures, the three-dimensional
layer grows most quickly. By examining planar Mach numbers in both simulations, the
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three-dimensional flow is found to be less prone to shock formation because of relief
through the spanwise direction. Just as shock formation over swept wings is dependent
upon the Mach number normal to the leading edge, and nont that parallel to the chord, so
aiso in these three-dimensional mixing layers, it is the Mach number of the flow projected
on xy planes (the plane of the two-dimensional calculation), rather than the total Mach
number, that expresses the effect of compressibility. In the two-dimensional flow, Mach
numbers vary between -.59 and .69 when referenced to the frame moving at M = 1.5, the
nominal speed of the large eddies. To compare the three-dimensional flow on this basis, its
total Mach numbers were projected onto planes z = constant. In 20 of the 23 z coordinate
planes (i.e., 80% of the flow volume), the projected Mach numbers in the moving reference
frame were less than within the two-dimensional flow. Reduction of both positive and
negative Mach numbers in this reference frame ranged from 19% to 8%, with an average of
12% in both cases. Even if the three planes (in which some of the planar Mach numbers
we e greater than within the two-dimensionai flow) were added, the average Mach number
variation in the entire flow ruus between -.51 and .63, a 13% and 9% reduction compared to
the two-dimensional case.

It is apparent from these considerations that the shear layer does find a relief from the
effects of compressibility through flow in the spanwise direction. This is true even when the
convective Mach number is relatively low. There does not seem to be a reason why similar
relief should not be obtained at higher convective Mach numbers. As M, increases, three-
dimensional velocities will allow the flow to avcid shocks longer and make them weaker
when they inevitably appear.

An attempt was made to calculate a case where shocks occur in the two-dimensional
flow, and then add longitudinal vortices to see if shock formation could be delayed or
weakened with an accompanying increase in mixing. At M. = 1. a two-dimensional flow
with shocks was obtained, but attempts to establish a strongly three-dimensional flow at
this condition failed due to numerical problems. The inability of artificial dissipation
mechanisms to handle the more rapid growth of small scales due to vortex stretching in
three dimensions resulted in nonphysical results for the density. It was judged more
prudent to accept failure at this condition than attempt extraordinary measures that might
reduce the connection between simulation results and flow physics. It is believed that this is
a general problem in time dependent simulations at these kinds of flow conditions, and
deserves further study.

In the hopes of increasing the efficiency and accuracy of projected numerical
simulations of two- and three-dimensional shear layers, new classes of finite difference and
related finite volume techniques were investigated. These techniques (so called Pade, or
compact schemes) were described in a recent paper by Lele.* At the cost of some small extra
numerical work, such schemes theoretically provide greater accuracy and superior ability to
capture steeper gradients than standard central difference or finite voluine techniques on
the same grid. Interest at NEAR centered on the finite volume formulation. In the course of
thoroughly investigating it, NEAR discovered that the finite volume formulation actually
produced neither the accuracy nor the gradient capturing ability predicted.

[n essence the finite volume technique requires two steps: an interpolation and then a
difference. Even though the interpolation step is optimized for accuracy and gradient
capturing, the result after differencing two such interpolants has neither of these properties,
and it is the differenced result which is the final approximation to the partial differential
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equation. Thus the difference between two fourth-order interpolants produces a second-
order approximation to the pde with gradient capturing ability little improved over standard
finite volume techniques. The technical details behind the degradation of these techniques’
desirable properties are described in Ref. 2, along with a modification to the formulation,
developed at NEAR, that recovers both its accuracy and gradient capturing abilities. The
phenomena described there and their solution have general applicability to all finite volume
techniques, not just these Pade schemes. The fix is counterintuitive, for one cbtains a higher
order approximation to a pde by lowering, not raising, the accuracy of the inlerpolation
process which is one of the two constituents of the technique. The effectiveness of NEAR's
modifications for recovering accuracy can be seen in Figure 4, where the final error terms
actually resulting from interpolation and then differencing using the schemes originally
proposed by Lele, and those developed by NEAR, are plotted. The original technique
(triangles)has final approximation errors proportional to A? (h = grid spacing), though the
interpolation was accurate to h!. NEAR’s modified scheme (circles) has final er-~rs
proportional to /%, though the interpolants are only accurate to h%. Lastly is shown (inverted
triangles) a NEA R-developed scheme that obtains an h1? final approximation from an h?
interpolation, though at the cost of reduced gradient capturing ability.

After reformulating the finite volume technique to recover its desirable properties, the
technique was implemented in NEAR’s numerical code. There it proved to work fine at low
Mach numbers, but was unusable in situations where shocks were expected. Apparently
because ui its ability to capture steeper gradients, standard artificial dissipation techniques
necded to smooth pre- and post-shock oscillations were ineffective. The method had to be
scrapped as a result, and all numerical simulations were run with fairly standard finite
volume techniques. Complementary artificial dissipation methods for Padé finite volume
techniques must be invented if these schemes are to be useful in compressible flows.

1. Childs, R. E.: Jet Noise Predictions from Unsteady Navier-Stokes Simulations. AIAA
Paper 91-0493, 1991.

2. Nixon, D, Keefe, L. R, and Kuhn, G. D.: The Effects of Compressibility on a Supersonic
Mixing Layer. AIAA Paper 90-0706, 1990.

3. Nixon, D, Keefe, L. R., and Kuhn, G. D.: Effects of Compressibility on a Supersonic
Mixing Layer. NEAR TR 421, 1991.

4. Lele, S.: Direct Numerical Simulation of Compressible Free Shear Flows. AIAA Paper
89-0374, 1989.

FIGURE 1. Vorticity contcurs in a two—dimsensional mixing layer. M; = 2.0, M; = 1.2,
M. = 4.
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Figure 2. - Spanwise Vorticity Contours in Two- and Three-
Dimensional Shear Layers.
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FLOW-TAGGING VELOCIMETRY USING UV-PHOTODISSOCIATION OF
WATER VAPOR

AFOSR 23085101

A. S. Nejad
Advanced Propulsion Division
Aero Propulsion and Power Directorate
Wright-Patterson AFB, Ohio 45433

Summary/Overview: The feasibility of using a flow tagging technique for flow velocity
measurement has been studied. The technique is base on photodissociation of water molecules
( a natural species in most wind tunnels and combustion devices) resulting in the formation of
OH photofragments which is used to mark the flowfield of interest. The displacement of the
OH radical was measured as a function of time by laser induced fluorescence as an indication
of the flow velocity. The study showed that the OH-photofragment has long chemical lifetime
( roughly 150 psec) to allow measurements of velocity over a wide range. The technique was
then applied to study the flow characteristics of three sonic under expanded jets.

Introduction: The need to study high-speed flows encountered in advanced combustion
systems (scramjets) has imposed additional constraints on flow diagnostic techniques.
Nonintrusive velocity measurement schemes can be classified as follows; 1) particle-based
methods i.e., laser Doppler Velocimetry and particle image velocimetry; 2) molecular Doppler-
shift techniques (with planar laser-induced Fluorescence detection); 3) flow tagging methods
(RELIFE and OH-Flow tagging). Particle based methods have received the most attention in
the past because of their ease of applications and measurement accuracy. However, these
techniques suffer from seeding problems (not quite nonintrusive!). In supersonic flows particle
lag time (velocity slip) can be a great source of measurement error. The second method is base
on molecular Doppler shift of a probe gas, which is measured by laser induced fluorescence
(LIF) to determine the velocity of the flowfield. Extension of this technique to planar
measurements has allowed two dimensional time-averaged velocity measurements. However,
because the doppler shift of most gases is relatively small, this technique is good for velocity
measurements in access of 100 m/s. Two dimensional measurements is also possible but it
requires multiple cameras and laser systems. Although flow tagging technique is not new, it
offers an altemnative approach for making a wide range of velocity measurements. In its
simplest form, flow tagging consists of marking the flow either chemically or radiatively and
probing the flowfield at later time for spacial displacement of the tag. Two-photon
photodissociation of water vapor to form the OH-radical has recently been demonstrated to be
possible. This effort was focused to explore the possibility of using photodissociation to form
OH radicals, study its chemical life time, and identify the optimum pump and probe
wavelengths for radical production and interrogation.
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Photodissociation of water vapor via Rydberg state to form electronically excited OH-
photofragments has been studied in the past. Figure 1 is the schematic representation of the
four lowest electronic states of water which are involved in photodissociation at energies < 10
eV. The potential energies are plotted as a function of OH-H separation which identifies three
distinct dissociation processes. The first involves A'B1 state at wavelengths longer that roughly
150 nm. The potential energy surface for this system is highly repulsive causing fast and direct
dissociation. The OH radicals are in the electronic ground state (rotationally cold however,
vibrationally excited). Dissociation processes involving wavelengths shorter than roughly 150
nm where absorption and dissociation proceed via B'Al state is also shown. The potential
energy surface for this state is more complex than the previous state. The B! state is generally
less repulsive than the A' state. The third photodissociation processes involve wavelengths
below 125 nm. This results in direct excitation of the C'Bl state. Where the C' state is
strongly coupled to B1 and leads to fast predissociation. Observation of resolvable rotational
structures implies predissociation lifetime of picoseconds in range. This opens an alternative
channel, bound-free C to A spontaneous emission, which is followed by a fast and direct
dissociation via repulsive A' state. The lifetimes within the C' state evidently are long enough
to allow observation of weak ¢mission at 4120 nm. Fotakis was the first to demonstrate that
water could be photodissociated via C'B1 state employing the 248-nm radiation of KrF excimer
laser. Subsequent studies have allowed determination of the photodissociation mechanisms in
this state by using a tunable excimer laser. Emission from the OH fragment can be directly
observed at 308-nm, however this emission is very short lived and is not suitable for flow
tagging. Thus the OH fragment is allowed to relax to its ground state and then is probed by
LIF.

Experimental setup: The experimental apparatus for making excitation and dispersion scans of
water vapor and of the tunable OH-photofragment is shown in figure 2. A tunable Lambda-
Physik model 150T MSC KrF laser was used to photodissociate the water molecule. The
fluorescence from this molecule was dispersed and recorded with A JY 0.6-m monochromator.
Excitation scans were made by incorporating 2 spping motor onto the micrometer shaft of the
tuning grating of the KrF laser. This allow.. the grating angle, ( i.c., wavelength) to be
precisely tuned from 40200 to 40325 cm™. For an excitation scan, the monochromator was set
to a fixed frequency corresponding to water (420-nm) or the OH photofragment (310-nm). The
slit of the monochromator was typically set for one 1 nm resolution during excitation and
dispersion scans. The fluorescence signal was detected using a 955QB photomultiplier and
amplified and digitized by means of a LeCroy ADC module. Digitized data were collected and
processed with a Macintosh IIx computer. Dispersion scans were done by using the same
equipment except that the wavelength of the excimer laser was fixed and that of the
monochromator was scanned.

Three different nozzle designs.(flat, inner tapered, and outer-tapered) were examined in this
study. In all three cases, the fuel tube utilized was straight stainless steel tube, 125 mm long
with and L.D. and O.D. of 1.91 and 3.18 mm respectively. The blunt tip thickness of the flat
top injector was the same as the tube thickness, roughly 0.5 mm. The inner and outer tapered
nozzles had a tip thickness of less than 0.1 mm. Six nitrogen gas bottles were manifolded
together to act as a single large high pressure fuel source. The gas pressure was monitored at
both the manifold and the inlet side of the tube. An eight inch diameter plenum chamber was
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used to condition and preheat the flow prior to injection. This settling chamber was also used
to mix the nitrogen gas with water vapor necessary for OH flow tagging.

Preliminary Results and Discussion: Figure 3a shows the experimentally observed intensity of
the OH fluorescence as a function of time delay between the pump and probe lasers.
Surprisingly, the maximum OH population did not occur at the zero time delay but at 1 to 2
psec after the pump excitation which was about 50 nsec in duration. The apparent OH
concentration decreases in a near-exponential fashion from 1 psec point and displays an 150
psec lifetime. The relatively long lifetime of the OH radical allows velocity measurements in
low and high speed flows. The chemical lifetime of the OH radical in a premixed propane
flame is depicted in figure 3b. Note that the lifetime of the photofragment is nearly identical
to that observed in the cold flow conditions. This is an improvement over the RELIEF method
where the lifetime of the vibrationally excited O, molecules drastically decreases with increasing
temperature.

The selection of an optimum time delay between tag formation (pump) and interrogation (probe)
is determuned by the signal strength (tag chemical lifetime) and flow velocity. Since the
lifetime of the OH radical is relatively long, a wide range of time delays is possible to optimize
the velocity resolution. In general, the longer the interval between the pump and probe the
better the velocity resolution (i.e., smaller m/s per pixel). However, longer time delay results
in poorer spatial resolution. In this study a 1-mm maximum spatial displacement was selected
translating to 2.5 psec time delay between pump and probe. By chance, the time delay
corresponded to maximum OH signal which caused good signal to noise images for analysis.
In figures 4(a-h) images from a typical data acquisition are shown. Figure 4(a) shows the
image of the tag line taken in room air without jet flow. The OH radical was not displaced and
resulted in a straight line image which served as zero reference line. Figures 4(b-g) show the
OH line displacement with the jet in operation. These individual shots can be collected to form
a statistical description of the of the velocity field. Figure 4(h) is an example of mean velocity
resulting from statistical averaging of 500 images. The average velocity profiles sampled at
various downstream locations of the jet flow with flat-tip nozzle are shown in figure 5(a-i).

In conclusion, this study shows the effectiveness of OH photofragmentation for velocity
measurement in high speed flows. It appears that OH is a suitable tag with long chemical
lifetime (150 psec). Line measursments of the instantaneous and mean velocities for the jet
flows having speeds in excess of 635 m/s were obtained with this technique. It appears that
the flat tip nozzle produced better overall mixing while the inner tapered nozzle was able to
produce a jet which penetrated the iree stream more effectively.
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IGNITION AND MODIFICATION OF REACTION BY ENERGY ADDITION:
KINETIC AND TRANSPORT PHENOMENA

AFOSR Contract No. F49620-90-C-0070

Principal Investigators: Francis E. Fendell and Mau-Song Chou

Center for Propulsion Technology and Fluid Mechanics
TRW Space and Technology Group, One Space Park, Redondo Beach, California

SUMMARY/OVERVIEW

High-speed air-breathing combustion systems necessitate the complete
release of chemical energy during the relatively brief residence time of
reactants within combustors of practical length: mixing, ignition, and
chemical reaction must be achieved in a relatively short time. We address,
from a fundamental chemical-kinetics and fluid-transport point of view, the
use of both alternative, photochemical ignition (by laser irradiation) and
ignition-promoting additives, in order to alter chemical-reaction pathways
to achieve rapid ignitivn and enhanced combustion rate. We also address
the influence of mixture inhomogeneity, and of departure from stoichio-
metric proportion in fuel/air mixtures, on the processes of ignition, flame
development, and flame propagation. Chemical systems of particular inter-
est include hydrogen/air and methane/air, often with trace amounts of care-
fully selected sensitizers (Chou et al. 1989). We seek to identify optimal
circumstances [minimal input energy, minimal amount of sensitizer(s), etc.]
for achieving ignition and burnup with currently available optical sources
both by irradiating premixtures flowing faster than the adiabatic flame
speed, and by carrying out supporting approximate analyses of these experi-
ments.

We also analyze theoretically the use of direct photochemical initia-
tion of a train of very closed spaced spherical detonations, sc that an
oblique (conical) detonation wave is stabilized in a very-fast-flowing
gaseous fuel/air mixture. A combustor within which the flow is everywhere
supersonic (except in near-wall layers), and for which relatively small
entropy rise occurs, may be based on such a stabilized wave.

TECHNICAL DISCUSSION

We have discussed the stabilization via postulated, temporally continu-
ous sources (plane, line, and point) of nonintrusive energy deposition into
the burned gas of a mixture flowing very modestly faster than its adiabatic
flame speed (Carrier et al. 1990). A less-energy-demanding flame stabiliza-
tion would be achieved by the initiation of a train of very closely spaced
spherical deflagrations, each evolving from a transient, point-like, igni-
tion-achieving deposition of energy at a fixed site in the flowing unburned
mixture. The downwind interaction of the periodically initiated, indi-
vidual spherical deflagrations results in a burned-gas region enveloped by
unburned gas; the "separatrix" is well approximated by the deflagration-
wave locus for the just-discussed continuous point source. In connection
with the early evolution of a laminar spherical flame from an individual,
very localized ignition, we took note of the purported interplay of equiv-
alence ratio, differing diffusivities for reactant species and heat, and




flame curvature in some hydrocarbon-vapor/air mixtures (Strehlow 1984, pp.
390-392). Actually, the oft-cited experimental data (concerning spherical-
flamefront deceleration with increasing flamefront radius, for some suf-
ficiently fuel-rich mixtures) seem more likely to be evidence of soot-
associated, radiative-heat-loss effects on flamefront propagation speed,
rather than evidence of flame-curvature-associated phenomena (Carrier et
al. 1991a, 1991b, 1991d).

In any case, the typical value for a laminar flame speed is highly sub-
sonic, and very much less than the speed of the oncoming stream in many
practical aerodynamic contexts. A very large number of energy-deposition
sources, situated transverse to a stream of fast-flowing premixture, would
be required to span that stream with flame, within a modest distance down-
wind of the plane containing the sources. Furthermore, while the intention
might be to initiate nonintrusively the stabilization of a deflagration
wave that spans the stream, the inadvertent result might be the creation of
a normal detonation wave, which incurs a large rise of entropy. Such a
large entropy rise implies the unavailability of much energy to do useful
work. Therefore, attention is turned to the use of nonintrusive energy
deposition in a supersonically flowing mixture, not to initiate a flame
propagation, but rather to initiate a detonation (Carrier et al. 1991lc).

As background, we know that a Chapman-Jouguet (CJ) detonation can be
initiated directly by a laser-type pulse in a combustible mixture of gases
with an appropriate stoichiometry (Lee et al. 1978; Strehlow 1984, pp. 408-
409). For certain fuel-air mixtures, we have some preliminary data on the
minimum-energy requirements, the pulse-duration requirements, and the
deposition-volume requirements (Lee et al. 1978). We thipk that there is a
broad range of pulse parameters (energy, volume, duration) over which the
CJ detonation will be initiated and will propagate without transition to
either a strong detvanatlon or a weak detonation. We believe that experi-
mentally establishing the just-mentioned pulse-parameter ranges is today
the highest-priority result to be sought from research on nonintrusive
energy deposition in an air-breathing-propulsion context.

As further background, we know that, in a uniform channel with a gas-
eous mixture flowing at a speed that {s several times the CJ-detonation
sneed, the weak detonation (for which the downstream flow is uniform and
supersonic) implies an entropy rise across the detonation that is greatly
in excess of the entropy rise across a CJ detonation in the same mixture;
the strong normal detonation (for which the downstream flow is uniform and
subsonic) implies an entropy rise that is huge compared with that of the
weak detonation. We know that if, in a uniform channel, a periodic suc-
cession of CJ detonations leads to a reasonably uniform downstream flow,
that flow can be only the uniform flow that would have emerged from either
a one-dimensional weak detonation or a one-dimensional strong detonation.
We have no reason to expect that, when successive pulses nonintrusively
deposit energy (in a uniform supersonic stream of combustible mixture
flowing in an axisymmetric container) for the direct initiation of suc-
cessive CJ detonations, interaction of the spherically expanding detona-
tions with each other and with suitably designed channel walls would lead
to the formation of a strong detonation across the channel. We see no
reason to doubt that we can select a channel of streamwise expanding cross-
section A(x) [with A’(x) > 0] so that the downstream flow has the smallest
one-dimensional entropy rise, i.e., the entropy rise associated with the
weak detonation. In fact, we are confident that a channel with A’'(x) > 0
can be selected such that the nonuniform flow has an average entropy rise
(across the cross-section) that is smaller than the entropy rise associated
with the weak detonation.
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More explicitly, we envision that of each of the train of periodic
pulses deposits sufficient energy [in a uniform supersonic stream (of speed
u,) of combustible mixture, flowing in an axisymmetric container] to initi-
ate directly a spherical CJ detonation. Each detonation expands radially
as it is convected downwind. The envelope of detonation-front positions
becomes progressively less "scalloped" when the successive spherical CJ
detonation waves interact sooner after initiation, because the frequency of
pulsing is increased from one fixed finite value te another, larger value.
As a consequence of a higher pulsing frequency there is less entropy in-
crease associated with reflected shocks, arising whenever one spherical
detonation wave "propagates” into the already-burned mixture encompassed by
a neighboring spherical detonation wave. In the limit of indefinitely
rapid pulsing, the envelope becomes a standing conical detonation wave, of
half cone angle 8 = sin"(uCJ/uo), where usy(< u,, by choice of operating
conditions) is the CJ-detonation speed for the mixture (Figure 1).

Downwind of the conical detonacion wave, the burned gas undergoes a
self-similar expansion, describable entirely in terms of the spherical
polar angle 8, where 8 2 # 2 0, and the initial ray # = 0 lies along the
axls of symmetry downwind of the energy-deposited site, taken conveniently
to be the origin of coordinates. If the (cylindrical) radius o, of the con-
tainer is envisioned for the entry region to be the radius rj of a circular
pipe, then the container must flare with increasing downwind distance x for
x > (r,/tan B), or else entropy-increasing shocks would result from the
interaction of the conical detonation wave with the walls of a pipe-type
container. For x > (ro/tan B), a suitable container shape o,(x) 1is sought
by trial and error via numerical solution, (say) by the metnod of character-
istics, of a (nonselfsimilar) steady axisymmetric isentropic swirl-free
supersonic flow. While such a flow model is highly idealized, our success-
fully finding a suitabie shape o,(x) suggests in principle that the post-
detonation flow can be expanded to ambient pressure within a reasonably
short, reasonably slender nozzle.

There appear to be at least three advantages of the laser-initiated-
oblique-detonation-wave combustor over an alternative design employing an
intrusive conical body: (1) the body introduces additional frictional drag;
(2) inevitable body jitter and nose curvature result in an at least locally
strong detonation, and large entropy rise -- and the consequent upwind prop-
agation of disturbances in the locally subsonic burned gas might result in
a broadly normal detonation; and (3) in the absence of a positive ignition
device, a long induction time (and hence long streamwise distance) may
arise between the site of the conical-body-induced shock and the site of
chemical reaction of the high-speed mixture.

There remains a need to establish experimentally that no unforeseen
large-entropy-rise phenomena occur in connection with (1) the interaction
of two initially distinct spherical detonations, one of modestly larger
radius than the other (in accord with the successive initiation in the
proposed combustor); or (2) the approach of a spherical detonation to a
reasonably rigid wall (including noise, vibration, and upwind propagation
of information in a subsonic very-near-wall sublayer). Also, in practice,
the opportunities/liabilities for performance associated with imperfect
upwind mixing, such that an inhomogeneous gaseous mixture is detonated [so
the fuel fraction that persists through the detonation burns in the hot
detonation products], require examination. However, we anticipate that the
centimeter-scale cellular structure of actual spherical detonations has
iittle practical consequence for the present application, so we do not
regard that phenomenon to have high priority in a research agenda.
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NUMERICAL STUDIES FOR THE RAM ACCELERATOR
AFOSR-MIPR-91-005
Elaine S. Oran, Chiping Li, K. Kailasanath, and Jay P. Boris

Laboratory for Computational Physics, Code 4400
Naval Research Laboratory, Washington, DC 20375

SUMMARY/OVERVIEW

Time-dependent multidimensional Euler and Navier-Stokes simulations have been performed to
address the questions of statility of a standing detonation wave on a projectile surrounded by detonable
material. The detailed structure of the detonation wave and the eflects of the boundary layer are two
important elements in determining the detonation stability. These basic elements of complex reactive
flows need to be studied numerically with accurate methods and careful analyses of the effects of the
approximations used in the study. We are currently using the computations to stud. 1) the basic
structure of the oblique detonation wave; 2) the structure of boundary layers and the effect of such
boundary layers on the oblique detonations in high-speed flows; 3) the impact of other physical and
chemical parameters, such as the leading angles of projectile and the heat-release rate, on the detonation
structure.

TECHNICAL DISCUSSION

As the strongest, fastest, most efficient form of combustion, detonations increase the flow velocity
and the pressure due to rapid conversion from chemical energy to mechanical energy without appreciable
expansion. Because of the very rapid conversion of chemical energy to high pressure, some forms of
detonation engines present interesting alternatives to usual combustion engines. The RAM accelerator
concept is based on the standing detonation. If a detonation wave can be stabilized and maintained at
the correct location on an advantageously shaped body, the detonation can impart large thrust to the
body and propel it forward. The idea is to keep the detonation peak pressure located near and behind
the widest part of projectile to maximize the acceleration.

The problems of achieving detonation stability on a projectile is complex and nonlinear. Whereas
many aspects of the steady-state problem may be addressed by theoretical analyses and thermody-
namic considerations, the fundamenial time-depdendent structure of the complex reactive-flow must
be addressed computationally. Thus we have begun to tackle some of these basic problems numerically
using the computational tools we have developed for studying the time-dependent behavior of mul-
tidimensional high-speed reactive flows. Our approach in this project has been to consider both the
fundamental numerical and phsysical issues related to modeling these flows and then to use simulations
to study the detailed structure of oblique detonation waves and the effects of viscosity, factors which
may be crucial to the stability of a standing detonation.

The fundamental configuration is a supersonic flow impinging on a wedge of varying angle, as
shown in Figures 1 and 2. The questions addressed here are both physical and numerical:

- What is the basic structure of oblique detonations under different background and flow conditions?

- What is the effect of viscosity on the shock structures? It should only be important in the bound-
ary layer, which is small in such flows, but does this boundary-layer affect the structure of the
detonation waves?

- Given a flow velocity and wedge angle, what amount or rate of energy release produces a sta-
ble detonation? What other factors of the reactive-flow or geometry are important in the basic
ptoblem?

~ What other types of detonation structures, which may or may not be stable, are possible?

- What is the minimum numerical resolution required to obtain the kinds of information we need
about stability?




Addressing these questions allows us to begin to assess the fundamental physical issues in detonation
stability in RAM accelerators. In this presentation we describe some of the more important and relevant
results of these tests.

Nonreactive-Flow Studies

In order to show the effects of viscosity, a set of nonreactive simulations were conducted for a Mach
8 flow over a wedge. Figures 1 and 2 show results from both Euler and Navier-Stokes calculations of a
shock impinging on two different wedges. In the small-angle case, where the shock is attached, there
are no obvious differences in the computation, which is consistent with the fact that the boundary layer
is very thin and there are no recirculation zones in the flow field. The effects of the boundary layer are
likely to be confined in the region near the wall. In the detached case, although the basic bowshock
structures are similar for Euler and Navier-Stokes computations, the flow structures behind the shocks
are significantly different. The effect of viscosity is more visible, possibly due to the large stagnation
region and related recirculation zone behind the shock. So far, we have concentrated on the attached
case. Some highly resolved computations were conducted to study the structure of the boundary layer
behind attached oblique shocks.

Reactive-Flow Studies

The reactive cases focus on the basic structure and stability of oblique detonations. These studies
require high enough resolution to resolve the chemical induction region. We find that the detonation
wave is stable in some cases and unstable in others, depending on the flow conditions and the amount
of heat release. Figures 3 and 4, which show the temperature and induction-parameter contours (the
induction parameter represents radical production) for both stable and unstable cases, indicate that
the basic structure is similar in both cases. Radicals are produced in a finite induction region behind
the shock and above the wall. After enough radicals accumulate, the energy release associated with
combustion begins to increase the temperature and strengthen the shock. As long as the after-shock
conditions are supersonic, the detonation structure remains steady. However, if the flow is choked
behind the shock by the energy rlease, the detonation structure may be unstable and be driven upstre~m.

Related Detonation Studies

There are a number of other current research projects at NRL with contribute to this project by
providing physical insights and numerical technology. These include: 1) Studies of detonation trans-
mission which show us possible dynamics and steady detonation structures that can be achieved and
perhaps stabilized; 2) Detailed analyses of detonation cell structures which give us insights into the
basic configuration of a gas-phase detonation and provide fundamental tests of the validity of the chem-
ical approximations used; and 3) Studies of flows over complex obstacles which develop computational
techniques that will be crucial for modeling entire systems with realistic configurations.

Publications directly related to this project:

A Uniform Algorithm for Boundary and Interior Points and its Applicztion to Supersonic Flow Simu-
lations, C. Li, E.S. Oran, and J.P. Boris, Conference on Parallel Computational Fluid Dynamics,
Indianapolis, May, 1990.

A Uniform Algorithm for Boundary and Interior Regions and Its Application to Compressible Flow
Simulations, C. Li, E.S. Oran, and J.P. Boris, submitted to the SIAM Journal, 1990.

Numerical Simulation of Gas-Phase Detonation Transmission, E.S. Oran, D.A. Jones, and M. Sichel,
ATAA Paper No. 91-0579, American Institute of Aeronautics and Astronautics, Washington, DC,
1991.

The Anatomy of » Marginal Detonation, E.S. Oran, D.A. Jones, and M. Sichel, submitted to Proc.
Roy. Soc., 1990.

Structures of Shock and Detonation Waves in Supersonic Flows around Wedges, C. Li, K. Kailasanath,
andE.S. Oran, Meeting of the Eastern Section of the Combustion Institute, Orlando, FL, December,
1990.

Structure of Reaction Waves behind Oblique Shocks, C. Li, K. Kailasanath, and E.S. Oran, submitted
to the 13th International Colloquium on the Dynamics of Energetic and Reactive Systems, Nagoya,
Japan, July, 1991.
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Figure 1. Computed density contours for a supersonic
flow passing by a wedge of 50 degrees from inviscid
(left) and viscous (right) calculatuions. The inlet con-
ditons: density = 1.117kg/m®, pressure = 101.3kPa,
and Mach Number = 8.

Figure 2. Computed density contours for a supersonic
flow passing by a wedge of 130 degrees from inviscid
(left) and viscous (right) calculatuions. The inlet con-
ditons are the same as those in figure 1.
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MODELING STUDY TO EVALUATE THE IONIC MECHANISM OF SOOT FORMATION
AFOSR Contract No. F49620-91-C-0021
Principal Investigator: H. F. Calcote

AeroChem Research Laboratories, Inc.
P.O. Box 12
Princeton, NJ 08542

SUMMARY/OVERVIEW

The major objective of this study is to delineate the relative importance of the neutral free radical
and ionic mechanisms of soot formation in flames by computer modeling. This required the
development of a detailed ionic mechanism, estimation of the individual ion reaction rates and the
thermodynamics of the large ions involved in the mechanism. It has been demonstrated that an ionic
mechanism can be formulated which explains the source of observed ions as due to ion growth from
a chemiion. The problem still remains of demonstrating the dominance of one mechanism over the
other, especially in flames other than the standard acetylene/oxygen flame.

TECHNICAL DISCUSSION"

A detailed ionic mechanism has been developed for the well-documented acetylene/oxygen flame
burning on a flat flame burner at 2.67 kPa. The reaction rates of the individual steps and the
thermodynamics of the ions have been estimated.!

Frenklach and Wang? have run a limited number of computer runs using this mechanism. The early
runs showed great differences between experimental and computed ion profiles; as the model was
improved the agreement improved. There were no arbitrary alterations of rate constants or of
thermodynamics. The major changes were in the choice of reactions and in the isomer used. Without
making such choices the number of reactions and reactants becomes excessive.

Some selected comparisons between calculated and experimental ion profiles are presented in Fig. 1.
For small ions the agreement is reasonably good. The relationship of the two isomers, H,Cg*
(cyclopropenium) and C31-13+ (propargylium), demonstrates that equilibrium maintains a relatively
high concentration of the reactive isomer. One of the arguments against the ionic mechanism was that
the stable isomer HyC4* was found experimentally to be nonreactive with acetylene or other small
hydrocarbons while the linear isomer was found to be very reactive.3:4

The data for larger ions are not in such good agreement. The peak concentrations are reasonably close
but the profiles differ markedly. This difference is, however, no greater than the difference for
neutral species in the free radical mechanism. One major difference between the ionic model and the
Frenklach neutral model is that we have limited the reactants and products to those that have been
observed experimentally, and we have required that the model calculate all observed species. The
Frenklach model does not have either of these constraints.? Thus the neutral model includes
cyclopentaphenanthrene which is not observed experimentally, and it does not include phenanthrene
and pyrene which are observed experimentally. Further, in the neutral model® only five calculated

" This report covers a short period of time; the program was unfunded from | October 1990 to 18
March 1991.




cyclic compound profiles are compared with experiment; the peak concentration of naphthalene is
computed to be 20 times smaller than measured. The ionic model is thus a better fit to the
experimental data than the free radical model. Part of the reason for this may be the paucity of data
on large neutral species; their concentrations fall with increasing size so they become difficult to
detect.

After the fall-off in ion concentration beyond the first peak the calculated ion concentrations increase
with distance and the experimental concentrations decrease, Fig. 1. A calculation was carried out in
which the temperature profile was fixed at the maximum temperature; the calculated concentrations
then decayed slowly. This demonstrates the sensitivity in the computer model to temperature. In
another test of the temperature sensitivity, Brown and Pedersen! ran our mechanism, using
experimental neutral concentrations with the experimental temperature and with a 10% reduction in
experimental temperature and observed very large effects on the maximum calculated ion
concentrations.

A comparison of the experimentaily observed and calculated maximum concentration of ions is
presented in Fig. 2. Since the experiments do not distinguish between isomers and there is usually
more than one isomer in the computer model, we compare in Fig. | the isomer in which the agreement
is best between the calculated and experimental concentrations. For most of the large ions, the
experimental value exceeds the calculated value. Electron attachment, and thus positive ion-negative
ion recombination, has been neglected in the model; inclusion would increase the caiculated
concentrations. Ions would not be removed from the system as fast as by ion-electron recombination.
In an earlier computer test of the model, this was demonstrated by reducing the recombination rate
of all recombination reactions. Incidentally, decreasing the rate of recombination would decrease the
formation of neutral species which Frenklach incorrectly interprets? as a measure of the efficacy of
the ion-molecule mechanism.

The neutral species profiles calcilated by the free radical mechanism, which is used to calculate
neutral reactant species in the ionic mechanism, do not agree well with experimental measurements.
Thus at | cm above the burner: C H, calculated exceeds experiment by more than a factor of 6, and
C,H, is lower by more than a factor of 6. The experimental measurements have been made by several
people with good agreement. The question is thus raised: does the difference between experiment and
calculation for the ionic mechanism depend upon problems in the free radical mechanism? This could
be readily tested if the experimental neutral species profiles required for the ionic mechanism could
be used as input to the computer program, just as the temperature is. Frenklach’s program2 would
not handle this so the test was done by Brown and Pedersen at Iowa State.! The maximum calculated
ion concentrations were many orders of magnitude lower than measured but the profiles were in
better agreement. This indicates a great sensitivity in the computer model to the free radical
mechanism.

One of the objectives in this program is to compare the rate of neutral and ion species growth. Since
these data are not yet available from the computer model, we have compared the rates obtained by
calculations from experimental concentration measurements and the rate coefficients employed in the
two mechanisms. The calculated rates are very close for the two mechanisms, if one uses for the free
radical mechanism the most optimistic measurements and makes the most optimistic assumptions. We
have also deduced the rates of ion formation for a large number of ions in the standard flame from
the experimental ion concentrations to compare with the observed rate of soot particle formation. The
maximum rates for C3H3*, Cng*’ and CZIHH+ are thus: 6.5 x 10!2, 3.0 x 1012 and 1.2 x 10!%
respectively. This compares to the maximum measured rate of soot formation of between 4 and 7 x
10!2 particles cm™! 571,
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In future work we plan to modify the Sandia Chemkin-II Code to handle ion diffusion, nonArrhenius
temperature coefficients for ion-molecular reactions, and to accept as input neutral species profiles.
We will also examine the benzene flame where the relationship between ions and soot is much
different, and it is not so clear that soot is derived from ions.
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DETERMINATION OF RATE-LIMITING STEPS DURING SOOT FORMATION
AFOSR Contract No. F49620-88-C-0051
Principal Investigator: M.B. Colket, III

United Technologies Research Center
E. Hartford, CT 06108

SUMMARY /OVERVIEW

Soot formation modelling is being carried out which involves coupling flame kinetics predictions of
species important to soot formation with an aerosol dynamics analysis of soot spheroid growth. A
modified version of a widely-used aerosol dynamics code (MAEROS) has been developed for the
latter part of the analysis. While the effort forms the basis for an elaborate, state-of-the-art model,
an emphasis of this work has been to investigate simplifications that could make it more useful and
efficient for engineering applications. We have found that making simplifying assumptions about
the particle inception species results in encouraging agreement with a variety of lame data.

Additionally, during the past three years, a variety of single-pulse shock tube experiments have been
completed, including a focus on the comparison between ring formation in pyrolytic and fuel-rich
(6=5 to 20) environments. Conclusions from these experimental and related modeling studies have
been reported previously. This abstract will focus on recent progress in modeling.

AUTHORS: M. Colket, R. Hall
TECHNICAL DISCUSSION

The soot growth/aerosol dynamics program is based on a sectional representation of the growth
equations with provision for inception source terms, surface growth through condensible vapor de-
position, and coagulation. The program has been modified in a number of ways for the soot growth
problem. Its temperature range capabilities have been extended to the full range of interest in com-
bustion problems by a reformulation of the surface growth sectional coeffient calculations. Provision
for an oxidizing, depletible vapor (oxygen) has also been made. The simulations require as input
profiles of temperature, condensible and oxidizing vapor concentrations, and the concentrations of
certain other flame atomic and molecular species. The input of the aerosol dynamics program has
therefore been made compatible with the output of the Sandia pre-mixed, laminar flame kinetics
program. The facility to exclude a specified number of small mass spheroids from coagulative pro-
cerses has also been added. We also have included a calculation of the radiative energy loss from
the soot assuming optical thinness and neglecting soot refractive index dispersion.

In the simulations to be described, acetylene is assumed to be the surface growth species, and
the growth rate has been calculated using the Harris-Weiner value (Ref. 1) in the appropriate
temperature range, or a by modification of the Frenklach-Wang approach (Ref. 2) that calculates
the rate based on a steady-state analysis of the surface density of reactive radical carbon sites. The
latter requires local values of acetylene and hydrogen atom/molecule concentrations and estimates
of rate coefficients for certain kinetic processes, and will hereafter be referred to as the theoretical
surface growth model. A 31.8 kcal activation energy was ascribed to the Harris- Weiner expression,
although the high temperature dependence is uncertain. Oxidation is assumed to be given by the
Nagle and Strickland- Constable expression (Ref. 3), and oxidation by OH by a gas kinetic rate
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multiplied by a collision efficiency of 0.13 (Ref. 4). For the soot growth simulations, the size
range limits were nominally chosen to be .5 to 200 nanometers (diameter). There is no significant
sensitivity to choosing the limits .75 to 300 nm, for example. Cases with relatively low surface growth
rates display sufficiently small sensitivity to the number of sections that acceptable results can be
obtained with as few as 10 sections. Cases with higher surface growth rates seem to show more
numerical diffusion and sensitivity to number of intervals, and have been run with 25 size classes. the
maximum currently allowed in this size range. With ten size classes, a growth simulation requires
only about 15 sec. CPU on a VAXstation 3100; with 25 classes, the CPU time is about 1. min 30

secC.

One of the key assumptions investigated in the current model is that the benzene molecule (and,or
phenyl radical) can be used as a surrogate for the incepting soot particle. By accounting for likely
size dependent agglomeration rates, etc., we feel we may effectively simulate the effects observable
when assuming larger species as the incepting particle. Kinetic data on acetylene addition to
benzene (phenyl radical) compare well with extrapolations of kinetic measurements of acetylene
addition to soot. Furthermore, we believe the uncertainties in making accurate predictions of
the formation of higher molecular weight species has such a large uncertainty that it is probably
premature to have a lot a faith in these predictions. Although benzene predictions can now be
made by many authors resonably accurately (within factors of two or better), the state-of-the-art
for higher molecular weight species is no better than order of magnitude agreement (conservatively).
Hopefully, additional experimental information, modeling efforts, as well as a better understanding
of the role of Cs chemistry will enable workers to enhance this capability. Preliminary resuits
demonstrate the apparent promise of our simplification for using benzene as a surrogate for the
incepting particle.

Comparisons have been made with the experimental data of Harris and Weiner obtained with
ethylene fuel, and with propane and acetylene-fueled flames investigated by Bockhorn and co-
workers (Ref. 5) The experimental conditions thus span a wide range of ambient conditions, with
pressures ranging from .12 to one atmosphere. and peak temperatures in the range 1600 - 2000 K.
The first step involved simulation of the flame kinetics to provide the needed profiles of the inception
spectes and the C;H,. H, H2, OH, and O3 profiles needed for the surface growth and oxidation rates.
In order to predict these formation rates and concentration profiles, we used the premixed, laminar
flame model developed at Sandia. Two kinetics sets were used for predictions, one was developed at
UTRC and a second was the (slightly modified) kinetics presented by Harris, Weiner, and Blint (Ref.
6). We used our own thermodynamic data set (which led to some small differences in prediction
of spc:ies C4 and larger). The major modification to their mechanism was the addition of some
propane reactions and the inclusion of ring forming reactions involving C3 species for which a lot of
information has surfaced during this past year. These reactions double the predictions of benzene
formation in the ethylene flames. In addition. for the acetylene flame studied by Bockhorn and
coworkers, sensitivity analyses indicate that benzene formation is srongly sensitive to reactions
associated with C3;Hj3 formation and decay whereas the sensitivity to those associated with C,
species i3 insignificant. Numerical agreement between the UTRC kinetics and the modified Harris
mode] were generally fairly good although numerical problems surfaced when attempting to use the
‘Harris’ kinetics to model some of the Bockhorn flames. Agreement between model predictions and
experimental profiles for the several flames (Refs. 1, 5) was generally very good. Consequently. the
kinetic model was used to predict benzene profiles (and that for other lame species) for several
of the Harris flames for which soot growth profiles were determined but experimental benzene
profiles are unavailable. Temperature profiles from these flames were obtained directly from Steve
Harris. Benzene profiles calculated for the Bockhorn flames were in excellent agreement with the
experimental data (Shown in Fig. 1 for the propane flame). Rapid early formation of benzene
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was modeled followed by subsequent decay and (in the case of the acetylene flame) slow growth
downstream of the flame front. The initial rapid formation occurs from intermediate temperatures
and the existence of high concentrations of decomposition fragments of the fuel. The rapid decay of
benzene (and other aromatic species) in these high temperature regimes was found to be linked to the
peak temperature of these flames and the fact that at those peak temperatures rapid decomposition
of benzene and other aromatic rings occurs. The slow subsequent recovery of benzene (after a
temperature drop) 1s due to long cooking of rich flame gases with the low molecular weight species
near to (quasi-) equilibrium conditions.

In the aerosol dynamics simulations, the smallest size class is given a finite source rate, and is
regarded as the inception species. This would ordinarily be a higher molecular weight PAH. (Unless
there is a strong reason for picking this species, the calculated results should not be sensitive to
what is a somewhat arbitrary choice.) Should advancements in the state- of-the-art for higher
molecular weight species permit, our kinetics codes could be used to predict the source rate of
any such prescribed species. The present comparisons were based, as described, on the zero order
assumption that the inception source rate can be approximated by that of benzene. This assumption
merelv represents the simplest possible implementation of the model; the model is not restricted to
it. As will be seen. however, it is possible that the results obtained from it may be just as good as
those presently obtainable from more elaborate calculations of the inception species.

Figures 2 and 3 compare the model predictions with the ethylene flame data of Ref. 1. In Figure 2,
it can be seen that the theoretical surface growth model and the Harris-Weiner value give similar
predictions, in this case for C;O = .8. In Figure 3, it can be seen that the stoichiometric depen-
dence of the flame soot yield is approximated by the theory. No steric factors or other adjustable
parameters have been used in these calculations.

Simulation of the Ref. 5 propane and acetylene flames represents a significant extrapolation be-
cause of their higher peak temperatures (approx. 1825 and 1975 K, respectively). The inclusion
of an acetylene desorption process in our theoretical surface growth expression, with a rate con-
stant assumed to be equal to that for phenyl decomposition, causes the surface growth rate to have
a negative temperature dependence for temperatures beyond 1650 K. For the propane flame, the
predicted surface growth rate seems still to be somewhat too high (Figure 4), although the dis-
agreement between experiment and theory is only slightly larger than a factor of three at 90 mm.
If one is willing to introduce a modest steric factor in the surface growth rate, the agreement could
nbviously be made much better. For the acetylene lame, the asymptotic agreement is much better,
but theory is much too low in the lower regions of the lame. The temperature dependence of the
surface growth rate seems to be too extreme for temperatures in the vicinity of 1950-2000K in the
present model. The main emphasis in the program now is an attempt to determine the proper high
temperature dependence of the surface growth rate.
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DROP/GAS INTERACTION IN DENSE SPRAYS
(AFOSR Grant No. 89-0516)
Principal Investigator: G. M. Faeth

218 Acrospace Engineering Building
The University of Michigan
Ann Arbor, Michigan 48109-2140

SUMMARY/OVERVIEW

Two aspects of dense sprays are being studied: turbulence modulation, which
involves the turbulence field generated by drop motion, and secondary drop breakup,
which intrinsically follows primary drop breakup from liquid surfaces. Work completed
on turbulence modulation has shown that particle-generated turbulence is strikingly
different from conventional turbulence and has provided a means of estimating these
turbulence properties. Further progress toward understanding turbulence modulation
requires information on particle wake properties in nonturbulent and turbulent flows which
is the focus of current work. Work on secondary drop breakup is concentrating on near-
limit breakup since these conditions dominate dense sprays. Work completed has provided
a flow regime map defining three breakup regimes — bag, multimode and shear breakup
— and has shown that large Ohnesorge numbers (representative of near thermodynamic
critical point conditions) involves only extended deformation and ro breakup. Current
work is defining the dynamic properties and outcome of breakup in all but the well-studied
shear breakup regime in order to better understand the structure of dense sprays.

TECHNICAL DISCUSSION

Introduction. Processes within dense sprays are not well understood, which
hampers progress because the dense-spray region is the initial condition for the rest of the
flow (Faeth, 1990). Past work in this laboratory (Ruff et al., 1989, 1991a,b; Wu et
al.,1991) has highlighted iwo aspects of dense sprays that are currently being studied:
turbulence modulation, which is the turbulence field generated by drop motion; and near-
limit secondary breakup, which is an important rate-controlling step in dense sprays.

Turbulence Modulation. Turbulence modulation is being studied using laser
velocimetry in homogeneous particle-laden flows having uniform particle fluxes in stagnant
air and water baths so that all turbulence properties are solely due to turbulence modulation.
Theory involves extension of Campbell's theorem (Rice, 1954) to obtain a statistical
description of continuous-phase properties.

Direct work on turbulence modulation and dispersion was completed and is
discussed by Parthasarathy and Faeth (1990a,b) and Mizukami et al. (1991). Both theory
and experiment show that turbulence properties are largely controlled by the rate of
dissipation, €, of particle kinetic energy into their wakes. Thus, motivated by the theory,
measurements show that r.m.s. velocity fluctuations in the streamwise and crosstream
directions, uj’' with i = u or v respectively, can be correlated as follows:

ui/U = Ci(ed(6d)2/3/U3)1”2 N

where C, = 6.84, Cy = 3.42, d is particle diameter, U is relative velocity and 0 is the wake
momentum diameter. This degree of anisotropy, 2:1, is extraordinary for a homogeneous
turbulent flow — it results from the fact that mean velocities in particle wake contribute to
turbulence properties because particle arrivals at a point are random. Thus, while some
properties of the flow are similar to conventional turbulence — Gaussian probability
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density functions of velocity fluctuations and nearly exponential spatial correlations —
other properties are vastly different, e.g., temporal power spectra decay according to
frequency to the -1.1 power rather than the conventional -5/3 power.

The stochastic theory predicts many of these trends correctly but fails quantitatively
in some instances due to limited information about particle wake properties. Nevertheless,
good empirical correlations of critical properties like spatial and temporal integral scales
were still achieved. The results are illustrated in Figs. 1 and 2, where streamwise and
crosstream spatial and temporal integral scales, Lux, Lyy, Tu and Ty, are plotted in terms of
the dissipation factor that controls velocity fluctuation levels, see Eq. (1). Thus, present
measurements provide a means of computing most turbulence quantities of interest from the
dissipation rate of particle kinetic energy: velocity fluctuations, probability density
functions, temporal and spatial correlations and spectra.

In order to properly test predictions, particle wake properties in quiescent and
turbulent environments must be known better. Thus, a test arrangement involving spheres
moving in a glycerol bath has been developed with laser velocimetry used to measure wake
propertes.

Measurements thus far have been in quiescent baths. The results show that mean
velocities decay similar to turbulent wakes for particle Reynolds numbers in the range 50-
200, but decay much more rapidly for Reynolds numbers greater than 400. The latter
behavior is evidence of effects of unsteady eddy shedding from the spheres. Current work
seeks to define wake properties for both quiescent and turbulent bath conditions, and to
incorporate these results into the stochastic theory for comparison with our turbulence
modulatdon measurements.

Secondary Breakup. Earlier measurements of the structure of large-scalc pressure-
atomized sprays (Ruff et al., 1991a, b; Wu et al., 1991) shows that most drops produced
by primary breakup are intrinsically unstable to near-limit secondary breakup. Thus, this
phase of the investigation is considering secondary breakup.

Breakup of monodisperse drops is observed using a shock tube and flash
cinematography, (for overall behavior), and holocinematography, (to resolve the outcome
of breakup), see Ruff et al. (1990) for a description of the latter. The first series of tests
involved developing a breakup regime map for near-limit breakup. The results are
illustrated in Fig. 3. The drop Weber number at breakup, Wegp = ppd U?%/c, is plotted as a
function of the Ohnesorge number, Oh = pg/(pf do)1/2, where p is density, o is surface
tension, W is viscosity and subscripts f and g denote liquid and gas properties. Three
breakup regimes have been identified: bag, multimode and shear breakup. Large Ohnesorge
numbers are seen to prevent all forms of breakup; instead, the particles generally just
deform into irregular stringlike shapes: Large Oh occur as drops approach their
thermodynamic critical point: assuming that they shatter into small particles at these
conditions, due to their small surface tension, is clearly erroneous. Measurements of the
bag breakup limit by Hanson et al. (1963), Hinze (1955), Lane (1951) and Loparev (1975)
are seen to be in good agreement with present results.

Current measurements are focussing on drop deformation and breakup dynamics
below the multimode breakup limit. These measurements are being used to trace drop
deformation, drag and bag breakup properties. Overall, it is planned to consider the region
gp to the well studied shear breakup regime, due 1o its relevance to secondary breakup in

ense sprays.
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DEVELOPMENT OF PREDICTIVE REACTION MODELS OF SOOT FORMATION
(AFOSR Grant No. 91-0129)

Principal Investigator: M. Frenklach

Fuel Science Program
Department of Materials Science and Engineering
The Pennsylvania State University
University Park, PA 16802

SUMMARY/OVERVIEW:

This is a new project on soot formation model development.  Following our
accomplishments during the previous AFOSR-sponsored project, culminated in quantitative
prediction of soot particle formation in several laminar premixed flames of ethylene and
acetylene, the objective now s to extend the modeling efforts to computer simuladon and
analysis of sooting in flames of other fuels and geometries, along with further refinement of the
underlying reaction mechanism of soot formation. During the first four months of the project,
we developed and implemented an algorithm for calculation of soot particle optical properties;
initiated computer simulation of soot formation process in several laminar premixed flames with
different stoichiometries; and continued the work on the ionic neutral reaction mechanisms.
Some preliminary results are summarized below.

TECHNICAL DISCUSSION
Algorithm for Powder Optical Properties

A computer algorithm was developed that calculates optical properties of an ensemble of
particles whose size distribution is given in terms of moments of the size distribution function.
This algorithm utilizes the lumping methods!2 and corresponding computational codes
developed by us to model soot particle formation and growth in flames. It allows us to
simulate light absorption and scattering without assuming a functional form for the particle size
distribution, and thus to compare directly the numerical predictions of the model to the actual
measured propertes, such as intensity of scattered light determined by laser diagnostics. The
new algonithm was implemented and tested with the lumping code for soot particle formation.

Neutral Mechanism

In a recent review article on chemical kinetics and combustion modeling, Miller, Kee and
Westbrook3 suggested that the cyclization reactions used in our soot formation model, namely

nm—C4H3 + CoH2 &  phenyl O
nm—CqHs + ChHy &  benzene + H, )
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cannot be responsible for the formation of the firs¢ aromatic ring because the concentrations of
nm—C4H3 and n—C4Hjs radicals should be low because the reactions

H+ nCiHy & H + —CiH3 3)
H+ nC4H3 & H + i—C4Hj 4

deplete the concentrations of the n—isomers required in reactions (1) and (2). These reactions
were not included in our model, because our computational results indicated that the n— and ~
isomers are already equilibrated by several other reactions in the system. Nonetheless, to test
the Miller et al.'s suggestion, we performed additional simulations of the three laminar premixed
flames we analyzed previously.24 The reactions (3) and (4) were now included in the
simulations assuming rate coefficients 1x1014 molcm3s-1 for the exothermic directions. The
results of these simulations for Flame 1 of Ref. 5 are shown in Fig. 1. As can be seen in this
figure, the inclusion of reaction (3) and (4) — even with upper-limit rate coefficient values —
does nc: make a difference on the computed profile of benzene. Similar results were obtained
with the rest of the simulated flame.

lonic Mechanism

To evaluate the rate coefficients for some of the key ion-molecule reactions in the AeroChem
reaction mechanism® suggested for the ionic pathway to soot, potential energy calculations were
performed for reaction

CgHt + CoHy — CigHot.

The calculatons were performed on various ions using the MOPAC semi-empirical quantum
chemical program. For each proposed structure a geometry optimization was performed using
the AMI1 hamiltonian utilizing a BFGS update technique. A force analysis of the stable
geometries, again using MOPAC, confirmed that these were indeed local minima in the AMI1
potential energy surface. The force analysis was carried out at 298 K and in the ground state
rotational level. In order to find transition states between these structures the SADDLE facility
of MOPAC was used that interpolates between given reactant coordinates ard product
coordinates. Several transiton states found in this manner were confirmed to be so by a force
analysis showing one imaginary root of the force matrix. Preliminary data, with not fully
converged results for some of the transition states, are shown in Fig. 2. Futher calculations are

in progress.
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FUELS COMBUSTION RESEARCH
(AFOSR Grant-89-0034)
Principal Investigators: I. Glassman and K. Brezinsky

Department of Mechanical and Aerospace Engineering
Princeton University
Princeton, New Jersey 08544

SUMMARY /OVERVIEW

Progress in understanding soot formation in combustion systems and the
effect of fuel type continues. Since results appear to reveal that soot
nucleates at approximately the same temperature for all fuels and under all
conditions, the present focus of this research is on the possibility that
there is a fundamental high activation energy process controlling for all
fuels and under all conditions. Corresponding studies of high temperature
oxidation of hydrocarbons have concentrated on the aromatic components of jet
propulsion fuels. Studies on benzene and mono- and di-alkylated benzenes have
been completed. Work is now concentrated on the polynuclear aromatic
hydrocarbon oxidation process. Presented here are the results and suggested
mechanisms for the oxidation of l-methyl naphthalene.

TECHNICAL DISCUSSION

Earlier work in this program led to the development of two important
aspects of fuel sooting (1). The first was that though the extent of fuel
conversion into soot may significantly change from fuel to fuel, there exists
a common mechanism of soot formation for all fuels. The second proposal was
that there existed a unique temperature for the onset of soot formation, also
regardless of the fuel type. This latter provosition implies that there
exists a high activation energy chemical rate step which controls soot
inception.

The soot inception temperature was measured initially by noting the
first appearance of soot on a thermocouple as it moved along the centerline of
a diffusion flame. It was realized that this point was not necessarily the
true inception point since particles could reach the position by
thermophoresis. As well, it is somewhat difficult to make the observation.
Therefore a new, unique approach to understanding the soot formation mechanism
was devised. In an overall review of soot formation (2), the principle
investigator pointed out that sooting from a hydrocarbon diffusion flame could
be eliminated by extensive dilution. Such flames appear blue in comparison to
the bright orange of a non-diluted hydrocarbon flame. It was argued that if
dilution was limited to the condition that the flame would just turn
completely blue (specifically along the center streamline) then the
temperature of the flame would be the inception tempevature of the soot for
that particular fuel. The procedure was to establish a 1 cm high luminous
diffusion flame for each fuel, then to dilute with nitrogen until the tip of
the flame turned blue. The centerline temperature profile was then measured.
The value at the observed flame height led to the latest results obtained for
various fuels as shown in the following table.




Fuel ncept erature’K
Acetylene 1665
Allene 1586
Ethene 1700
Benzene 1580
1,3 Butadiene 1650
2-Butene 1684
Toluene 1570

There is about 150 K spread in the data. But most interesting is the
observation that the temperature variation is oriented so that the least
sooting fuel (ethene) has the highest temperature and the most heavily sooting
fuel (toluene) has the lowest. Obviously dilution affects the flame
somewhat. One is lead to believe that the inception point under non-diluted
conditions is close to 1700.

There have been some published results (3,4) that would lead one to
believe that nitrogen dilution was more of a concentration effect than
temperature effect. The manner in which the investigators conducted their
experiments could have affected their conclusions. Since it could be the soot
observation technique that could cause the disparity between the
investigators’ and the early results obtained in this program, it became
apparent that an adoption of the completely diluted flame to just eliminate
soot which was described above could be a good technique to resolve the
question. Experiments were performed in which Ar and CO, were used as
diluents as well as N,. To achieve the blue flame with Ar requires greater
dilution than N,. Likewise CO, requires less. If dilution were an imporront
effect a different inception temperature would be found for each diluent for
each fuel. Fig. 1 reveals that for the four fuels evaluated the same
incipient temperature within experimental error is obtained for each fuel.

The current effort on the related aromatic fuels oxidatZIon has
concentrated on the oxidation of the polynuclear aromatic hydrocarbons which
form an important component of jet fuels. In particular, as reported earlier,
the oxidation of l-methylnaphthalene has been under study. This aspect of the
program has been a particularly difficult challenge because of the high
molecular weight of the fuel and many of its oxidation intermediates.
Condensation in sampling lines have posed very difficult problems. After a
thorough experimental analysis of the flow reactor, these difficulties have
been resolved and very interesting data are being obtained.

The recent experimental oxidation tests (5) have revealed that
naphthalene, indene, phenylacetylene, and benzene were the major aromatic
intermediates in the oxidation of 1l-methylnaphthalene, with naphthalene
reaching a maximum concentration first, then indene, phenylacetylene, and
finally benzene (see Fig. 2). The major aliphatics detected were acetylene,
methane., ethylene, vinylacetylene, and cyclopentadiene. Significant
quantities of l-naphthaldehyde were found, as well as small concentrations of
l-naphthol and 1,2-dimethylnaphthalene. Just as l-methylnaphthalene is the
doubly-ringed aromatic analog of the singly-ringed toluene, l-naphthaldehyde,
l-naphthol, naphthalene, indene, and phenylacetylene are the analogues of the
major intermediates in the oxidation of toluene, whose mechanism was
previously studied in the flow reactor. By analogy then, major mechanistic
steps in the oxidation of l-methylnaphthalene have been proposed (5): once an
initiation process has established a radical pool of H, OH, 0, and HO,, the
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fuel is attacked by radical abstraction of an H atom from the methyl group,
forming the l-naphthylmethyl radical (see Fig. 3). Displacement of the methyl
group by a H atom is probably an additional mechanism of attack of the fuel,
and leads directly to the formation of naphthalene. The 1l-naphthylmethyl
radical, resonantly stabilized to even a greater extent that the benzyl
radical in toluene oxidation, undergoes radical-radical reactions with 0O and
HO, to form l-naphthaldehyde. Abstraction reactions with radicals and 0,
break the weak C-H bond of naphthaldehyde, and subsequent unimolecular
decomposition yields the l-naphthyl radical (which quenches to naphthalene in
the sample probe) and CO. Reaction of the l-naphthyl radical or naphthalene
with radicals or 0, gives l-naphthoxy (observed as l-naphthol), which
rearranges and decomposes to the indenyl radical (observed as indene) and CO.
Further radical attack finally ruptures the second aromatic ring and produces
the styrene radical, which undergoes f-scission to form phenylacetylene or the
phenyl radical (observed as benzene) and acetylene. Support for this
mechanism is given by the presence of all of the suggested species (or
quenched forms of the radicals), and the lack of any other significant peaks
in the GC analysis of the flow reactor rumns. Further support is evident in
the successive attainment of maximum concentration in the profiles of
naphthalene, indene, phenylacetylene, and benzene, consistent with the
predictions of the mechanism.
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PARTICLE DISPERSION IN TURBULENT SHEAR FLOWS

AFOSR Grant No. 89-0392
Principal [nvestgators: lan M. Kennedy and Wolfgang Kollmann

Dept. of Mechanical. Aeronautical and Materials Engineering,
University of California,
Davis,
Calif. 95616

SUMMARY:

This joint experimental and numerical project seeks to test and improve our current modelling of
droplet scale processes in a turbulent shear tlow environment. The experimental approach uses
Lagrangian mreasurements of single droplets in a well characterized turbulent jet to investigate the
impact of turbulence on droplet drag and vaporizaton rates. Comparisons are made with either the
results of vortex dynamics calculations or a Large Eddy Simulation in which equations of droplet
motion are integrated along with the currently available correlations for drag and vaporizaton.

TECHNICAL DISCUSSION

Experimental method:

A schematic of the experiment is shown in Fig. 1. A steady stream of monodisperse
droplets is generated using a piezoelectric transducer. The droplets are accelerated by the air flow
in the nozzle contraction. As each droplet leaves the nozzle it passes through a He-Ne laser beam
which is monitored by a photodiode. The diode signal is used as a trigger for the data acquisition
systern, thereby permitting the individual droplet time of flight to be measured between the nozzle

and some downstream location. 250
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The droplets are dispersed by the turbulence. Their radial positions at some axial location
are measured with a position sensing photomultiplier tube (PMT) that detects light scattered by the
particles from a laser sheet. The experiment originally used a photodiode for this purpose but it
was found to be too noisy. The PMT gives very high signal to noise ratios (even for the smallest
droplets) and its frequency response is sutficiently fast that we are able to track particles as they
traverse the sheet of laser light.

As each particle passes through the laser sheet a series of pairs of (x,y) coordinates for its
location are obtained. The pairs of data are separated by 50 ms. In order to obtain Lagrangian
measurements of dispersion the laser sheet is traversed along the jet axis in finely spaced
increments of position. It is then possible to sort the large data set of particle positions into
functions of time of flight rather than axial location: the width of each narrow time bin is given by

AUt € 0.04. By this means we are now able to obtain Lagrangian measurements of droplet
dispersion and other statistics such as probability distribution functions (pdfs) of position.

Particle axial velocities are obtained by timing the passage of a droplet through the laser
sheet. The timing is performed by determining the width of the scattering pulse on the PMT
signal. Work is in progress to obtain radial velocity components by following the position of a
particle th-ough either a thickened laser sheet or through mulnple sheets.

Results

Figure 2 shows dispersion (mean square displacement from the initial position at the nozzle
exit) for two sizes of hexadecane droplets as functions of downstream distance. Also shown in
this figure are the results of a stochastic simulation of the particle dispersion which was carried out
in the same manner as that used by Faeth and co-workers and others. In the calculaton the droplet
drag was calculated as

CD:.—’A(1+&¢_) Re < 1000

The data are presen’ed as Eulerian statistics. However, the experimental techuique permits us to
offer an alternative presentation. With the times of tlight it is possible to interpret the data in terms
of dispersion as a function of time as presented in Fig. 3.
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Fig. 3 Droplet Dispersion as a Fig.4 PDF of Axial I ocation and
Function of Time of Flight Dispersion at 32.5 ms from Nozzle
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It is also possible to examine conditioned statistics such as the pdf of droplet axial location for a
given time of flight or the droplet dispersion as a function of axial location for a s.ven time of
flight. These conditioned statistics are shown in Fig. 4.

Effect of [nidal Condinons

The results from the previous vear's work suggested a significant impact of the initial conditions of
droplet velocity on their dispersion. This aspect of droplet behavior has been looked at in greater
detail during the past year. The expeniment has been modified slightly so as to impart a
contwollable perturbation to the veloctties of the droplets before they leave the nozzle. Figure 5
shows that a secondary air stream is introduced into the tube through which the droplets pass on
their way to the nozzle. The impinging air jets cause the droplets to leave the nozzle with a small
fluctuaton in radial velocity.
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Fig. 5 Modified Droplet Generation Fig. 6 Dispersion of Droplets with no
and Droplet Delivery System Initial Velocity Fluctuation (o) and with

Initial Fluctuaton (e); solid lines
are stochas.dc simulatons

The effect of this initial perturbation mav he seen in Fig. 6 in which the dispersion of 160 um
diameter droplets of hexadecane is shown. The magnitud. of the inital velocity rms fluctuation was
determined from detailed measurements of droplet trajectories near the nozzle. Clearly, the inital
velocity fluctuations have a significant impact on particle dispersion for ! ;e droplets. The
experiment was repeated tor 60 pm droplets and no measurable differenc in dispersion was
found.

A second potentially important parameter has been investigated i e.. t'1ie location of injection
of the particles into the shear layer. A turther modification to the droplet apparatus has been used
to study this problem. An extended liquid delivery tube and droplet generating nozzle were used to
inject the droplets close to the nozzle wall Thev ultimately left the nozzle with a displacement of
about | mm from the axis of the jet. Figure 7 shows that their subsequent dispersion was affected
by the position at which they entered the tlow . It is likely that the structures generated by the ininal
shear layer instabilities may affect the Jow nstrearn dispersion of the droplets.

Droplet axial velocities have also neen measured. The mean axial velocities at different
axial planes are shown in Fig. 8 for droplcts of two sizes. Also shown in the figure are the results
of the stochastic simulations which predict the velocities quite well. This figure demonstrates that

the larger particles do not adjust 10 the gas flow quickly; rather, their inertia maintains their
velocities well in excess of the gas velociues tor a considerable ume.
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Numerncal Simulations:

The purpose of the numerical study is to develop a flow simulation in which droplet motion may be
followed without th modelling that is inherent in other methods such as the stochastic simulation.
Work in the previous year was concerned with a vortex dynamics calculation for infinite Reynolds
number jet flows. During the past year progress has been made on developing a large eddy
simulation for a turbulent round jet at moderate Reynolds numbers. The current effort has gone
into idenafying 2nd testing the most appropriate numerical scheme for this calculadon.

A compact finite difference scheme and a forward time centered space (FTCS) scheme have
been evaluated for the viscous Burger's equation as a test case. It was found that the compact
scheme was more accurate for flows with large viscosity and small gradients but it offered no
advantage over the FTCS method otherwise.

The two techniques have also been applied to a plane 2D jet. This flow was found to offer
a good test of the potential methods that may be used in the simulation of the round turbulent jet.
Figure 9 shows the velocity field for the 2D jet at Re=4000. Work is proceeding on developing a
3D finite difference code in axisymmetric coordinates; a spectral methed will be used in the
azimuthal direction to take advantage of periodicity.

i
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Fig. 9 Velocity Vectors in Plane Jet, Re=4000

91




INVESTIGATION OF THE APPLICATIONS
OF LASER~-INDUCED FLUORESCENCE
TO FUEL SPRAY AND SINGLE DROPLET VAPORIZATION

ARO Contract No. DAALO3-87-K-0120

Principal Investigator: Lynn A. Melton

Department of Chemistry
University of Texas at Dallas
Richardson, TX 75083-0688

SUMMARY/OVERVIEW:

This report summarizes a variety of techniques for the study
of isolated droplets. New results, which indicate partially
selective optical sampling of droplets irradiated with a uniform
laser beam, are reported for the heating of hexadecane droplets.
Techniques under development and/or available now include
exciplex fluorescence thermometry, "droplet slicing" and imaging,
correction for refraction effects by drople* surfaces,
measuremeni of temperature fields within droplets, and production
of monodisperse droplets at high pressures. Not discussed in
this abstract is the development of apparatus and techniques for
lifetime imaging, which may lead to imaging of the equivalence
ratio.

TECHNICAL DISCUSSION:
A. Temperature Measurements in Falling Droplets (UTD)

A previous report described the use of exciplex fluorescence
thermometry to measure the (near-surface) temperature of 225
micron d{oplets, which had fallen 10 cm through a known heated
ambient. This work has been extended by (1) reconstructing the
apparatus so that the temperature of the droplet could be
measured at virtually any point in its 9.5 cm fall through heated
nitrogen, (2) increasing the temperature of the ambient to 550
©°c, and (3) using 1,3-di(i-pyrenyl)-propane (PYPYP) as the
exciplex fluorescence thermometry dopant, which results in a
concentration-independent thermometer useful up to 400 °C. Other
elements of the experiment were substantially similar to the
Wells and Melton work. However, in these measurements with 1 x
10™% M F/PYP in hexadecane, the 280 micron diameter droplet was
optically thin (absorbance along a diameter = 0.06, as opposed to
Wells and Melton resu'ts where the absorbance along a diameter
was 4). Figure la shows the temperature profiles in the fall
tube; Figure 1lb shows the inferred temperatures of the droplets
as a function of fall distance/time. For each curve, the droplet
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temperature appears to rise slowly, jump sharply, and then
continue a slow rise. The highest temperatures measured for the
hexadecane droplets (normal boiling point = 287 Oc) are
approximately 200 °C. Video microscopy measurements showed no
evaporation of the droplet.

It is highly unlikely that the temperature of the entire
hexadecane droplet jumps 100-120 9¢ in 5 ms and then resumes a
slow rise. It is much more likely that the excitation process
and fluorescence collection process results in selective sampling
of the temperature field within the droplet. This "partially
selective optical sampling" (PSOS) process has been modeled using
geometrical optics. The droplet acts as a lens, which focuses
the incoming beam, and through convergence of rays reflected at
the backside of the droplet, a "hot spot" is formed at a
fractional radius of about 0.75. The programs developed in this
work also calculate the fraction of the isotropically emitted
fluorescence which is refracted into the detector aperture.
Overall, 58% of the total fluorescence originates from the shell
between fractional radii of 0.5-0.75, even though this shell
accounts for only 30% of the droplet volume. Thus, it is
probable that the "temperature jump" records the change of
temperature of the selectively sampled portion of the droplet.
If radial diffusion is the dominant mechanism for the heating of
the interior of the droplets, then the jump records the passage
of the thermal wave; if internal circulation is the dominant
mechanism, then the jump records the heating of the interior of
an internal circulation vortex.

B. Summary of Other Droplet Techniques Used Under Current
Contract
1. Correction for Refraction by Droplet (UTD)

The novel work carried out at United Technologies Research
Center (UTRC, subcontractor) on "droplet slicing" diagnostics, in
which a thin laser sheet illuminates an equatorial plane of the
droplet, has stimulated modeling work at UTD to determine how to
transform the "“"camera image" obtained in such an experiment into
a "real image", appropriate for analysis by investigators
interested in heat and mass transport within droplets, i.e., how
to undo the distortions caused by cefracticn at the droplet/air
interface.. It appears that the real image can be accurately
recovered out to fractional radii of 0.8-0.9.

2. Droplet Slicing Experiments (UTRC;

a. Measurement of internal circulation using laser-
induced oxygen-quenched fluorescence has been demonstrated.
Decane doped with naphthalene was used to form droplets which
fell a short distance in a chamber filled with nitrogen and a
variable amount of oxygen. A thin sheet of ultra-violet light
from the fourth harmonic of a Nd:YAG laser illuminates an
equatorial section of a droplet, and the resulting fluorescence
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is imaged onto a two-dimensional CCD detector. Since oxygen is a
strong fluorescence quencher, any liquid volume element which has
been exposed to it by surface contact or diffusion will suffer a
reduction in flucrescence intensity. Convection from the surface
due to internal circulation as well as diffusion cause image
regions to appear dark.

b. Methods have been developed which make it possible
to determine unambiguously from an experimental image whether the
laser sheet did indeed bisect the droplet.

c. Using "droplet slicing" techniques and exciplex
fluorescence thermometry, measurements of the temperature field
within a droplet have been made. The fluorescence from a single
"sliced" droplet, which had fallen into heated nitrogen, was
recorded on . color CCD camera. For droplet temperature
measurements, the thermometry is carried out by separating the
RGB outputs of the CCD camera and dividing the blue intensity by
the green intensity pixel by pixel, to obtain a ratio which can
be calibrated against the liquid temperature. Thus, signai
processing takes the place of complex optical systems with
multiple mirrors and separate blue and green filters.

3. Novel Techniques for Monodisperse Droplets (UTRC)

a. Droplet-on-demand generators, which produce
droplets reproducibly, can be produced without the use of high-
voltage, expensive, tempermental piezoelectric crystals. The 25
mm diameter speaker from a set of personal stereo headphones,
driven by a pulse of 2-20 volts, can be used as the driver.

b. Reliable production of uniformly-sized fuel
droplets in the 300-1000 micron diameter range at pressures up to
400 psia (27 atm) has been made routine. Data have been acquired
of internal flow patterns within droplets as a function of both
pressure and time delay.

c. The process of ejecting a droplet through the
nozzle of standard droplet generators may induce internal
circulation in the same direction as that caused by aerodynamic
forces. However, when droplets are ejected into an electrostatic
trap where they can be held long enough for any fluid motions due
to the droplet formation process to damp out, the influence of
aerodynamic forces on internal circulation can be unambiguously
identified. Alternately, an aerodynamic droplet generator can be
used to produce monodisperse droplets in the core of an
axisymmetric jet. The gas flow around the end of a hypodermic
needle strips off droplets. Since the gas flow velocity is
greater than the initial liquid velocity, any internal
circulation due to the droplet formation process will be opposite
to that produced by free fall.

1. M.R. Wells and L. A. Melton, "Temperature Measurements of
Falling Drops", J. Heat Transfer, 112, 1008 (1990).

94




TEMPERATURE (C)

TEMPERATURE (C)

600 T i ! ! v ! =T T Y T T
QO
HEATING U
500+ TUBE a |
c)
TEMPERATURE D 00 °
(¢]
s00+ PROFILES o 0 4 O |
o o
b) & & B8 a o
Q
(o]
Q0 An ° . o
a ¥ o o a N
q o] o
© o
200 d o o . |
{ o o o
- fay
ok o |
& 0 @ o© o RSj _‘
9: ' : - - . 1 L ; i 1
" - © 2 6 8 10 cm
DISTANCE (cm) From Entry Port
200 i T T T ~T /r..C,L"“r—‘—_rD—' d)_‘
-
[80 i )j’/ o -
P SUNPr. 2L Lt o- -
o] /_O ________ - o C)
160 | S ’
= /O” //D/ Do b samten A . b)_
OO = — — =L O e e )
140 I+ /6 a % . i
e ? ' a)
20 b/ i
- o l} o ]
100 | ! i i
L | ]
80 ) ]
- I I /| i
(218! o / i
- ]
40 +/ )}
J ——
20 , . .
o 7 8 9 10 cm
° 100 125 ms

DISTANCE (cm)
TIME (ms)

95




FUNDAMENTAL STUDIES OF LASER IGNITION AND KINETICS IN REACTIVE GASES
(AFOSR Contract No. 91-0004)

Principal Investigators: Andrzej W. Miziolek
Brad E. Forch

U. S. Army Ballistic Research Laboratory
Aberdeen Proving Ground, MD 21005-5066

SUMMARY /OVERVIEW:

This year our efforts have concentrated on expanding our understanding of
uv laser photofragmentation of reactive gases as well as in developing new
multiphoton diagnostics for photofragment detection and temperature determina-
tion. The main thrusts of our research, that of determining the spin-orbit
distributions cf cxygen atoms from molecular oxygen using a tunable Arf (193
nm) laser, and the subsequent determination of spin-orbit effects in H /07
flames, have been delayed due to start-up problems with the laser which %ave
only recently been solved. These experiments are currently underway and a
second low pressure burner apparatus has been made operational for this work.

TECHNICAL DISCUSSION

Last year we reported on the wavelength tunable ignition of H,/0, and
D,/0, premixed flows in which a distinct H/D isotopic wavelength dependence
was demonstrated with the most efficient ignition occuring at 243.2 nm (for H)
and 243.0 nm (for D).1 We also presented results on the fuel molecule-specific
microplasma_emission resulting from irradialion by a focussed Arf excimer
lTaser beam.2 In addition, we described the initiation of a laser ignition
modeling g{fort which has been substantially developed but is not yet fully
completed.

A. Spin-Orbit Specific Kinetics

The main thrust of our present research is to determine the extent of
oxygen-atom spin-orbit specificity in the kinetics of Hy/0, flames. The reason
we are interested in this is because of our observation of a non-statistical
distribution of O-atom ground electronic spin-orbit states following irradia-
tion of molecular oxygen by a broadband unfocussed ArF excimer laser. Our ob-
servation of non-statistical behavior, which was reported in a previous year’s
gbstsact3 was recently confirmed witq a reported nascent distribution of the

Po:°P:”Py states of 0.47:0.31:0.22," while a thermalized distribution yie&ds
a ratio of 0.74:0.21:0.05. Such a high propensity for the formation of the Po
spin-orbit state may have implications on the kinetics of Hy/0y flames, assum-
ing that there is a significant difference in the elementary kinetic rate con-
stants between the thr%e different spin-orbit states, such as has been ob-
served for other atoms.” Our research strategy is relatively straightforward,
and that is to establish individual 0, ro-vibronic photodissociation product
spin-orbit ratios using a tunable excimer laser (which can preferentially pump
a number of such states) in a low pressure apparatus. Subsequently, we intend
to determine the effect of individual ro-vibrenic state photclysis in a Mame
environment. [f there are significant differences in 0-atom reactivity,
depending on which spin-orbit state it is preferentially formed, then one
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might expect localized increases/decreases in flame kinetics (heat feed-back)
as a result of ArF laser photolysis, particularly in the preheat and primary
flame zone. As mentioned before, these experiments are currently underway.

B. UV Laser Photodissociation

While the tunable ArF excimer laser was being made operational, we en-
gaged in further photodissociation studies, but now with a molecule that is
somewhat larger that molecular oxygen, and thus having many more photodis-
sociation channels. The molecule we chose, dimethyinitramine (DMNA), is of in-
terest primarily because other researchers have studied it experimentally
(although primifily involving the ground potential energy surface) as well as
theoretically.” Figure 1 snows the prompt emission spectrum following DMNA
photolysis at 248 nm (Krf excimer laser). The two prominent peaks (other than
the one due to laser scatter) have been attributed to the OH and NO
photofragments. Figure 2 shows the nascent rotational population distribution
for ground-state OH formed by photolysis of DMNA (open squares) and nitric
acid (filled triangles). In both of these cases the rotational "temperature"
is ratner nign {(ca. 1400 K). Othe{ results of this study include the deter-
mination that the NO, A®B,, NO, X“A;, and the OH ground-state are formed via
monophotonic, unimolecular pathways, and that the OH excitad-state is formed
by a two-photon, unimolecular process.

C. Multiphoton Excitation Studies of NO for Flame Thermometry

During the process of determining the primary photoproducts in the above
study, we realized the importance of developing diagnostics for species, suci
as NO, whose single-photon excitation fails far in the ultraviolet region (220
nm) and thus may suffer from the coincident perturbation (photolysis) of other
species such as NO,. This perturbation, of course, leads to artificially high
Tevels of NO. Our approach of two-photon excitation of the NO (A) state at 452
nm was inspired by Professor T.A. Cool of Cornell University, who